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Abstract

Service platforms must determine rules for matching heterogeneous demand (customers) and
supply (workers) that arrive randomly over time and may be lost if forced to wait too long for
a match. Our objective is to maximize the cumulative value of matches, minus costs incurred
when demand and supply wait. We develop a �uid model, that approximates the evolution of
the stochastic model, and captures explicitly the nonlinear dependence between the amount of
demand and supply waiting and the distribution of their patience times, also known as reneging
or abandonment times in the literature. The �uid model invariant states approximate the steady-
state mean queue-lengths in the stochastic system, and, therefore, can be used to develop an
optimization problem whose optimal solution provides matching rates between demand and
supply types that are asymptotically optimal (on �uid scale, as demand and supply rates grow
large). We propose a discrete review matching policy that asymptotically achieves the optimal
matching rates. We further show that when the aforementioned matching optimization problem
has an optimal extreme point solution, which occurs when the patience time distributions have
increasing hazard rate functions, a state-independent priority policy, that ranks the edges on
the bipartite graph connecting demand and supply, is asymptotically optimal. A key insight
from this analysis is that the ranking critically depends on the patience time distributions, and
may be di�erent for di�erent distributions even if they have the same mean, demonstrating that
models assuming, e.g., exponential patience times for tractability, may lack robustness. Finally,
we observe that when holding costs are zero, a discrete review policy, that does not require
knowledge of inter-arrival and patience time distributions, is asymptotically optimal.

Keywords: matching; two-sided platforms; bipartite graph; discrete review policy; high-volume
setting; �uid model; impatience; reneging; abandonment

1 Introduction

Service platforms exist to match demand (customers) and supply (workers); see, for example, Hu
(2019) for a broader perspective on the intermediary role of platforms in the sharing economy. The
challenge in operating these platforms is that demand and supply often come from heterogeneous
customers and workers that arrive randomly over time, and do not like to wait. Then, there is a
trade-o� between making valuable matches quickly, and waiting in order to enable better matches.
Our goal is to develop matching policies that optimize a long-run objective function consisting of
the total value of matches made minus holding costs incurred when demand and supply wait.

The dislike of waiting can lead to demand and supply abandoning before being matched, e.g.,
as occurs in a ride hailing application (Wang et al. (2023)), in which customers must be matched
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Figure 1: The priority matches given by the MP solution for a network with one supply node and
two demand nodes, having matching values v11 = v21 = 1 (i.e., matching a supply unit with a
demand unit from either node gives a value of one), identical patience time distributions for all
types having mean equal to one, holding costs per job per unit time cD2 = 4, cS1 = 1, and Poisson
arrivals with rates per unit time λD

1 = λS
1 = 1.

to workers (drivers). Moreover, the willingness of agents1 to wait can change over time, with some
agents becoming more patient (for example, as a result of having already paid a waiting cost), and
some becoming less patient (for example, as a result of becoming more and more frustrated while
waiting). In a transplant application setting, where donors must be matched with needy patients,
the survival time of a patient depends on the history, and not only on the current state of health
(Bertsimas et al. (2019)). Also, in a call center setting, empirical evidence does not usually support
using an exponential distribution to �t customer patience times (Brown et al. (2005), Mandelbaum
and Zeltyn (2013)). As a result, using an exponential distribution to model agent patience times may
be too restrictive. Still, the exponential distribution is more analytically tractable, and, if optimal
or near-optimal matching policies are robust to distributional characteristics, then the exponential
distribution is a good modeling choice.

The issue when testing whether or not the aforementioned robustness holds is that solving for an
optimal matching policy appears intractable for non-exponential patience time distributions. This
is because without the memoryless property, in order for the system to be Markovian, the state
space must track the amount of time each agent has waited, resulting in a very complex state space.
To overcome this, we study a deterministic �uid model, that serves as an approximation to the
stochastic model when arrival rates are large. The invariant states of the �uid model (that is, the
�xed points of the �uid model equations) approximate the steady-state mean amount of demand
and supply waiting to be matched, and depend nonlinearly on the patience time distributions. We
use the aforementioned invariant states to de�ne an optimization problem, termed the matching

problem (MP), whose objective aims to maximize the value of matches made minus holding costs.
Then we study the e�ect of the patience time distribution on the MP solution.

Figure 1 shows that the choice of distribution used to model agent patience times can change
how the MP solution prioritizes matches. For the simple matching network in Figure 1a, the MP
solution either prioritizes making matches on edge (1, 1) before using any leftover supply for making
matches on the edge (2,1), or vice versa. Figures 1b and 1c show that the same parameters lead to
di�erent priority orderings for the exponential and uniform patience time distributions. As a result,
we are motivated to develop methodology that allows us to analyze as general a class of patience
time distributions as possible; in particular, the assumptions we require to justify the MP are that

1We henceforth use the term agent when collectively referring to customers and workers together.
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the patience time distributions have a density, a �nite mean, and a strictly increasing cdf2.
The matching model we consider generalizes that shown in Figure 1 to allow for an arbitrary

number of demand and supply types, each with a possibly di�erent patience time distribution and
arrival rate. The matching values between demand and supply types are the edge values on the
underlying bipartite graph, which could be positive or zero. Since di�erent edges have di�erent
values, some matches are preferable to others. Since di�erent demand and supply types have
di�erent holding costs and patience time distributions, waiting is more costly for some types than
others. Our objective captures the trade-o� between these opposing priorities by incorporating both
matching values and holding costs.

1.1 Contributions of this paper

We contribute a number of theoretical results and practical insights for matching on service plat-
forms. First, the MP provides an asymptotic upper bound on the objective function value as arrival
rates become large (Theorem 3). We then develop a discrete review matching policy whose matching
rates mimic an MP optimal solution (Theorem 4), and is asymptotically optimal as arrival rates
become large. As a consequence, because an MP optimal solution depends on the patience time
distributions, so does the proposed matching policy. While this policy is applicable for general pa-
tience time distributions, our analysis provides further insight for the important special case when
there exists an optimal extreme point solution to the MP (this is ensured when the patience time
hazard rates are increasing, i.e., supply and demand become more impatient the longer they wait),
which we discuss next.

When the patience time hazard rate functions are increasing, the MP becomes a convex max-
imization problem, and so has an optimal extreme point solution (Theorem 1). In this case, we
propose a discrete review policy that is based on a static ranking of the edges, and which makes
matches by prioritizing the use of demand and supply according to that ranking. We show that this
policy also achieves the matching rates given by the MP (Theorem 5) and is asymptotically optimal
as arrival rates become large. The static ranking depends on the patience time distribution, and
can be di�erent for di�erent distributions with the same mean, as observed earlier in Figure 1. As
a result, the service platform must obtain distributional information to determine edge priorities �
knowing only information about the mean is not enough.

In the case that holding costs are zero, we observe that an MP optimal solution does not depend
on the patience time distribution. Then, a discrete review policy based on a linear problem (LP),
that does not need to know information about the arrival rates or the patience time distribution, is
asymptotically optimal as arrival rates become large (Theorem 6).

The MP is based on the invariant states of a �uid model (De�nition 2), as mentioned earlier.
Our asymptotic optimality results mentioned in the previous paragraphs require showing that the
�uid model starting from any initial state converges to an invariant state as time becomes large
(Theorem 2). Our convergence proof is non-trivial when viewed in light of the fact that such a
result for the �uid model approximating the single class many-server queue with impatience was
only shown recently in Atar et al. (2021) (despite being worked on for many years), because dealing

2The proof that the solution to the MP motivates an asymptotically optimal matching policy in a high-volume regime
(speci�cally, Theorems 4 and 5 in Section 5) requires the additional assumption that the hazard rates associated
with the patience time distribution functions are bounded. However, our simulation results in Section 6 suggest
that our proposed priority ordering policies perform well even when hazard rates are unbounded (as is true for the
uniform distribution). See also Remark 3.
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with the measure tracking the age-in-service is complicated. In our analysis, we observe that the
aforementioned di�culty is not present in matching systems, because when service is instantaneous
the need for an age-in-service measure is eliminated (an observation also leveraged in Ding et al.
(2021)).

The remainder of the paper is organized as follows. We end Section 1 by reviewing related
literature. In Section 2, we provide a detailed model description. In Section 3, we propose our
matching policies. A �uid model is presented in Section 4. In particular, we present asymptotic
approximations for the stationary mean queue-lengths, and we show the impact of the patience
time distributions. In Section 5, we introduce our high-volume setting and we study the asymptotic
behavior of our proposed matching policies. In Section 6 we demonstrate numerically that our
policies perform well in both high volume and non-asymptotic simulations. In Section 7, we study
a platform without holding costs and we propose a matching policy that does not require the
knowledge of the system parameters. Concluding remarks are made in Section 8. All the proofs are
given in the Appendix.

1.2 Literature review

We focus on on-demand service platforms that aim to facilitate matching. We refer the reader to
Benjaafar and Hu (2020), Chen et al. (2020), and Hu (2021) for excellent higher-level perspectives
on how such platforms �t into the sharing economy and to Hu (2019) for a survey of recent sharing-
economy research in operations management. Three important research questions for such platforms
identi�ed in Benjaafar and Hu (2020) are how to price services, pay workers, and match requests.
These decisions are ideally made jointly; however, because the joint problem is di�cult, the questions
are often attacked separately. In this paper, we focus on the matching question.

Our basic matching model is a bipartite graph with demand on one side and supply on the
other side. There is a long history of studying two-sided matching problems described by bipartite
graphs, beginning with the stable matching problem introduced in the groundbreaking work of Gale
and Shapley (1962) and continuing to this day; see Abdulkadiroglu and Sönmez (2013) and Roth
and Sotomayor (1990) for later surveys and Ashlagi et al. (2020) for more recent work. In the
aforementioned literature, much attention is paid to eliciting agent preferences because the outcomes
of the matching decisions, made at one prearranged point in time, can be life-changing events (for
example, the matches between medical schools and potential residents). In contrast, many platform
matching applications are not life-changing events, so there is less need to focus on eliciting agent
preference. Moreover, supply and demand often arrive randomly and continuously over time, must
be matched dynamically over time, as the arrivals occur (as opposed to at one prearranged point in
time), and will leave the system without being matched (renege) if made to wait too long.

Recent work has used dynamic two-sided matching models with reneging in the context of organ
allocation (Boxma et al. (2011), Ding et al. (2021), Khademi and Liu (2021), Zenios (1999)), trading
systems known as crossing networks (Afèche et al. (2014)), online dating and labor markets (Arnosti
et al. (2021), Kanoria and Saban (2021)), ridesharing (Banerjee et al. (2018), Özkan (2020), Özkan
and Ward (2020)), and quantum switches (Zubeldia et al. (2022)). Simultaneously and motivated
by the aforementioned applications, there have been many works that begin with a more loosely
motivated modeling abstraction, such as Büke and Chen (2017), Liu (2019), Blanchet et al. (2022),
Castro et al. (2020), Jonckheere et al. (2023), Kohlenberg and Gurvich (2023), Masanet and Moyal
(2022). The aforementioned works focus on a range of issues; however, except for Boxma et al.
(2011), Ding et al. (2021), Khademi and Liu (2021) all assume that agents' waiting times are
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either deterministic or exponentially distributed. Allowing for more general willingness-to-wait
distributions is important because in practice the time an agent is willing to wait to be matched
may depend on how long that agent has already waited. The di�culty is that tracking how the
system evolves over time requires tracking the remaining time each agent present in the system will
continue to wait to be matched, resulting in an in�nite-dimensional state space. In contrast to our
work, Boxma et al. (2011), Khademi and Liu (2021) has one demand and one supply type and Ding
et al. (2021) considers an index policy class.

Taking an approach similar in spirit to how stochastic processing networks are controlled in the
queueing literature developed in Harrison (1996, 2006), Maglaras (1999, 2000), we use a high-volume
asymptotic regime to prove that our matching policies are asymptotically optimal. In particular,
we begin by solving a static matching problem and we focus on �uid-scale asymptotic optimality
results. Adopting an approach reminiscent of the one Gurvich and Ward (2014) use in a dynamic
multipartite matching model that assumes agents will wait forever to be matched, we use a discrete
review policy to balance the trade-o� between having agents wait long enough to build up matching
�exibility but not so long that many will leave.

We consider an objective function that involves the queue-lengths and is an in�nite horizon
objective. As a result, we need to consider the steady-state performance of the system. This is
the focus of the in�nite bipartite matching queueing models considered for example in Adan et al.
(2018), Adan and Weiss (2012, 2014), Afeche et al. (2022), Bu²i¢ et al. (2013), Caldentey et al.
(2009), Diamant and Baron (2019), Fazel-Zarandi and Kaplan (2018).

2 Model description

We use the following notation conventions. All vectors and matrices are denoted by bold letters.
Further, R is the set of real numbers, R+ is the set of non-negative real numbers, N is the set of
strictly positive integers, and Z+ = N ∪ {0}.

Primitive inputs: The set of demand nodes J := {1, . . . , J} (representing customer types)
and supply nodes (representing worker types) K := {1, . . . ,K} form a bipartite graph, as shown in
Figure 2. The set E ⊆ J × K denotes the set of compatible matches between demand and supply
nodes, i.e., demand type j ∈ J can be matched with supply type k ∈ K if and only if (j, k) ∈ E .
Further, for demand type j ∈ J let Sj = {k|(j, k) ∈ E} denote the set of supply types compatible
with j, and similarly for supply type k ∈ K let Dk = {j|(j, k) ∈ E} denote the set of demand
types compatible with k. The value of matching demand type j ∈ J and supply type k ∈ K is
vjk ≥ 0. The holding costs cDj ≥ 0 and cSk ≥ 0 are incurred for each unit of time demand type
j ∈ J or supply type k ∈ K waits. Agents arrive according to renewal processes, denoted by AD

j (·),
j ∈ J and AS

k (·), k ∈ K, having respective rates λD
j > 0 and λS

k > 0, and inter-arrival distributions
with �nite 5th moment (an assumption convenient for our asymptotic analysis, but not strictly
required). Upon arrival, each type j ∈ J customer and type k ∈ K worker independently samples
their patience time from respective distributions GD

j (·) and GS
k (·) having support on [0, HD

j ) and
[0, HS

k ) for some HD
j ∈ [0,∞] and HS

k ∈ [0,∞], which represents the maximum amount of time they
are willing to wait to be matched. Agents that wait longer than their patience time leave the system
without being matched. The patience times are absolutely continuous random variables with density
functions gDj (·) and gSk (·) that are mutually independent of each other and of the arrival processes

AD and AS . We let hDj (x) = gDj (x)/(1−GD
j (x)) for x ∈ [0, HD

j ) and hSk (x) = gSk (x)/(1−GS
k (x))
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Figure 2: The two-sided matching model with general patience time distributions.

for x ∈ [0, HS
k ) be the associated hazard functions.

Throughout the paper, we assume that the patience time distributions satisfy the following
conditions:

(1)
∫∞
0 (1−GD

j (x))dx = 1/θDj ∈ (0,∞), j ∈ J, and
∫∞
0 (1−GS

k (x))dx = 1/θSk ∈ (0,∞), k ∈ K;

(2) GD
j , j ∈ J, and GS

k , k ∈ K are strictly increasing.

The condition (1) above ensures that the patience time distributions have �nite positive mean and

(2) ensures that the inverse functions
(
GD

j

)−1
: [0, 1)→ [0, HD

j ) and
(
GS

k

)−1
: [0, 1)→ [0, HS

k ) are

well-de�ned for each j ∈ J and k ∈ K. The excess life distributions of the patience time distributions
can be de�ned under (1) above and are as follows:

GD
e,j(x) =

∫ x

0
θDj (1−GD

j (u))du, for j ∈ J and x ∈ R+

and

GS
e,k(x) =

∫ x

0
θSk (1−GS

k (u))du, for k ∈ K and x ∈ R+.

The patience time distributions are also known as reneging distributions in the literature. Then,
the cumulative number of agents that leave without being matched is more succinctly termed the
cumulative reneging. Throughout this paper, we �uctuate between the terms patience and reneging.

Objective and admissible policies: The objective is to maximize the long-run average value of
matches made, minus holding costs incurred for waiting. A matching process is a |E|-dimensional
stochastic process M(·) := {Mjk(·), (j, k) ∈ E} that speci�es the cumulative number of matches
made between types j ∈ J and k ∈ K in the time interval [0, t], denoted by Mjk(t), for each t ≥ 0,
under the assumption that matches are made �rst-come-�rst-served (FCFS) within each type. Then,
if QD

j (t) represents the number of type j ∈ J customers waiting and QS
k (t) represents the number
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of type k ∈ K workers waiting at time t ≥ 0, we want to maximize

VM := lim inf
t→∞

1

t
VM (t), (1)

where

VM (t) :=
∑

(j,k)∈E

vjkMjk(t)−
∑
j∈J

∫ t

0
cDj Q

D
j (s)ds−

∑
k∈K

∫ t

0
cSkQ

S
k (s)ds.

The objective (1) captures the trade-o� between making matches quickly and waiting for better
matches. The di�culty when deciding whether or not to incur holding costs for a short period
of time in order to enable a potential future higher value match is that the matching policy does
not know how much longer each agent currently waiting will remain waiting without being matched.

System state: The system state in our model is complex, because the state must track how long
each agent in queue has been waiting, as well as the time passed since the last arrival of each
agent type, in order to be Markovian. In particular, tracking how long each agent in the queue has
been waiting requires the use of a measure. For H ∈ R+ ∪ {∞}, let M[0, H) be the set of �nite
nonnegative Borel measures on [0, H), endowed with the topology of weak convergence. A state at
time t ∈ R+ in our model is described as follows: for each j ∈ J and k ∈ K,

� αD
j (t) ∈ R+ and αS

k (t) ∈ R+ are the times elapsed since the last type j customer arrived and
last type k worker arrived;

� QD
j (t) ∈ Z+ and QS

k (t) ∈ Z+ are the number of type j customers and type k workers waiting
in queue;

� ηDj (t) ∈ M[0, HD
j ) and ηSk (t) ∈ M[0, HS

k ) store the amount of time that has passed between
each type j customer's arrival time, and each type k worker's arrival time, up until that
customer's or worker's sampled patience time.

The measures ηDj and ηSk track the evolution of unit atoms over time, where each atom is
associated with a particular type j customer's or type k worker's time-since-arrival, as shown in
Figure 3. All agents tracked are �potentially� waiting in queue, because their wait is less than their
sampled patience time. The term �potential� refers to the fact that such agents may or may not have
been matched. The FCFS matching assumption implies that all potential customers (workers) that
have waited longer than the customer (worker) at the head-of-the-line for their type have already
been matched, and all potential customers (workers) that have waited less than that customer are
in queue. As such, at any time t ∈ R+, for each j ∈ J and k ∈ K,

QD
j (t) ≤

∫ HD
j

0
ηDj (t)dt and QS

k (t) ≤
∫ HS

k

0
ηSk (t)dt. (2)

The measures ηDj (t) and ηSk (t) are independent of the matching process policy, which facilitates the
analysis.
Queue evolution equations: For a given matching process, M(·), the demand and supply queue-
lengths at time t ≥ 0 are given by

QD
j (t) := QD

j (0) +AD
j (t)−RD

j (t)−
∑
k∈Sj

Mjk(t) ≥ 0 (3)
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Figure 3: The measure-valued process ηj (for given customer type) or ηk (for given worker type).

and
QS

k (t) := QS
k (0) +AS

k (t)−RS
k (t)−

∑
j∈Dk

Mjk(t) ≥ 0, (4)

for all j ∈ J and k ∈ K, where RD
j (t) and RS

k (t) denote the cumulative number of type j ∈ J
customers and type k ∈ K workers that left the system without being matched in [0, t]. The
equations (3) and (4) are balance equations that say that the number of type j ∈ J customers and
type k ∈ K workers waiting to be matched at time t ≥ 0 equals those present initially plus the
cumulative arrivals minus the cumulative reneging minus the cumulative matches.

We refer toRD(·) andRS(·) as the reneging processes, because in the queueing literature leaving
the system before being served (matched in our context) is commonly known as reneging. We do not
explicitly construct these processes, nor do we specify the system dynamics, because that involves
substantial mathematical overhead that is not relevant to our goal of maximizing (1). Instead we
refer the reader to the companion technical paper (Aveklouris et al. (2023)) for that. To advance
our goal of maximizing (1), we �rst accept that �nding an exact solution does not appear possible,
and second focus on studying a deterministic matching problem (see (7) below) whose objective
function approximates (1).

Admissible matching policy: A matching policy induces a matching process M , and that
may restrict the set of achievable system states. For example, if the matching policy prioritizes
matches between type j ∈ J customers and type k ∈ K workers, then the matching policy will
disallow states in which both type j customers and type k workers are present, meaning that
QD

j (t)Q
S
k (t) = 0 for all t ≥ 0.

A matching policy is admissible if the induced matching processM satis�es the following natural
assumptions. First, no partial matches can be made, and, if a match occurs, then it cannot be
taken back. That is, a matching process is integer-valued and non-decreasing. Next, matches are
recorded exactly when made (not before), meaning a matching process is right-continuous with left
limits. Third, agents must be present in the system to be matched, which is equivalent to having
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non-negative agent queue-lengths, as required in (3) and (4). Fourth, a matching process is non-
anticipating, meaning the process cannot know the exact times of future arrivals. We call matching
processes that satisfy all the aforementioned properties admissible, and the maximization in (1) is
over the class of admissible matching processes3.

3 Proposed matching policies

In this section, we develop matching policies with the goal of asymptotically maximizing our objec-
tive (1). To do so, we �rst de�ne an optimization problem that determines the optimal matching
rates (Section 3.1) and we refer to it as the matching problem (MP). Then, we propose a discrete
review matching policy that asymptotically achieves these rates (Section 3.2), and we call this policy
the matching-rate-based policy. When the existence of an optimal extreme point solution to the MP
is ensured, we are able to propose a discrete review priority-ordering policy that prioritize the edges
and also asymptotically achieves the optimal matching rates (Section 3.3).

A discrete review policy decides on matches at review time points and does nothing at all other
times (see, for example, Gurvich and Ward 2014). Longer review periods allow more �exibility in
making matches but risk losing impatient agents. Shorter review periods prevent customer/worker
loss and reduce holding cost but may not have su�cient numbers of customers/workers of each type
to ensure the most valuable matches can be made.

Let t > 0. We let l, 2l, 3l, . . . be the discrete review time points, where l ∈ (0, t) is the review
period length. Since a discrete review policy does not make matches between review time points,
at time il for i ∈ {1, . . . , ⌊t/l⌋}, from (3), the number of type j customers available to be matched
is

QD
j (il−) = QD

j ((i− 1)l) +AD
j (il)−AD

j ((i− 1)l)−RD
j (il) +RD

j ((i− 1)l), (5)

for each j ∈ J, and, from (4), the number of type k workers available to be matched is

QS
k (il−) = QS

k ((i− 1)l) +AS
k (il)−AS

k ((i− 1)l)−RS
k (il) +RS

k ((i− 1)l), (6)

for each k ∈ K.

3.1 A matching problem

Suppose we ignore the discrete and stochastic nature of agent arrivals, and assume that these �ow
at their long-run average rates. Then, an upper bound on the long-run average matching value in
(1) follows by solving an optimization problem to �nd the optimal instantaneous matching values,
which we refer to as the matching problem (MP). For m = (mjk : (j, k) ∈ E), that denotes the
instantaneous matching rate, the MP can be de�ned through functions qD,⋆

j (m), j ∈ J and qS,⋆k (m),

3For a precise mathematical speci�cation of a matching policy and the admissible policy class, see De�nitions 1 and
2 in (Aveklouris et al. (2023)). A more rigorous mathematical speci�cation is not possible in this paper because we
do not fully specify the system dynamics.
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k ∈ K (de�ned in detail below), that approximate the steady-state mean queue-lengths, as follows:

max
∑

(j,k)∈E

vjkmjk −
∑
j∈J

cDj q
D,⋆
j (m)−

∑
k∈K

cSk q
S,⋆
k (m)

s.t.
∑
j∈Dk

mjk ≤ λS
k , k ∈ K,

∑
k∈Sj

mjk ≤ λD
j , j ∈ J,

mjk ≥ 0, (j, k) ∈ E .

(7)

The objective function in (7) is the instantaneous version of the long-run average matching value in
(1) and the constraints in (7) prevent us from matching more demand or supply than is available.

An optimal solution to the MP (7), m⋆ = (m⋆
jk : (j, k) ∈ E), can be interpreted as the optimal

instantaneous rate of matches between demand j ∈ J and supply k ∈ K. An admissible matching
policy should maximize the long-run average matching value in (1) if its associated matching rates
equal m⋆.

Unfortunately, having closed form expressions for the exact steady-state mean queue-lengths
appears intractable. Fortunately, when demand and supply arrival rates become large, we can
approximate the steady-state mean queue-lengths by developing a �uid model to approximate the
evolution of the stochastic model de�ned in Section 2, and �nding its invariant states, which we
do in Section 4 (see (25) and (26) in Proposition 3, duplicated below for convenience), in order to
develop the approximating functions

qD,⋆
j (m) =


λD
j

θDj
, if

∑
k∈Sj

mjk = 0,

λD
j

θDj
GD

e,j

(
(GD

j )
−1
(
1−

∑
k∈Sj

mjk

λD
j

))
, if

∑
k∈Sj

mjk ∈ (0, λD
j ],

qS,⋆k (m) =


λS
k

θSk
, if

∑
j∈Dk

mjk = 0,

λS
k

θSk
GS

e,k

(
(GS

k )
−1
(
1−

∑
j∈Dk

mjk

λS
k

))
, if

∑
j∈Dk

mjk ∈ (0, λS
k ],

for each j ∈ J and k ∈ K, recalling that GD
e,j and GS

e,k are the excess life distributions of the patience
times.

An optimal solution to the MP (7) provides a good approximation of the optimal instantaneous
matching values if qD,⋆

j (m) and qS,⋆k (m) provide good approximations to the steady-state mean
queue-lengths. Figure 4 provides supporting evidence for this claim in a network with one demand
and one supply node that makes every possible match (in which case m is one-dimensional and
equal to min{λD

1 , λ
S
1 }).
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(a) Gamma distributed patience times with unit
mean and variance 1/x, x = 0.7, 2, 5. Average
queue-lengths found via simulation.

(b) Exponential distributed patience times with
rate θ = 1, 1.5, 2. Average queue-lengths found
via exact calculation (see Appendix B).

Figure 4: The solid lines represent the average queue-lengths in the discrete-event stochastic model
and the dotted/triangle marker lines plot the functions qD,⋆

1 (min{λD
1 , λ

S
1 }) and qS,⋆1 (min{λD

1 , λ
S
1 })

for a network with one demand node and one supply node. The parameters used are λD
1 = 1 per

unit time, t = 100, and the patience time distributions for both nodes is the same.

In general the MP is non-convex because the approximations of the queue-lengths depend on
the patience time distributions through a nonlinear relationship. The only time the relationship is
linear is when the patience times follow an exponential distribution, namely

qD,⋆
j (m) =

1

θDj

λD
j −

∑
k∈Sj

mjk

 and qS,⋆k (m) =
1

θSk

λS
k −

∑
j∈Dk

mjk

 .

The last formulas have an intuitive explanation: The expressions in the parentheses represent the
expected demand (supply) that is not matched, and so to �nd the expected demand (supply) waiting
to be matched, one needs to multiply by the mean patience time. The relationship is quadratic
when the patience times are uniformly distributed in [0, 2

θDj
] and [0, 2

θSk
], and is

qD,⋆
j (m) =

λD
j

θDj

1−

(∑
k∈Sj

mjk

λD
j

)2
 and qS,⋆k (m) =

λS
k

θSk

(
1−

(∑
j∈Dk

mjk

λS
k

)2
)
.

In some cases, the relationship cannot be written in a closed form, for instance when the patience
times follow a gamma distribution.

Despite (7) being non-convex in general, we are able to characterize the structure of the objective
function of (7) for a rather wide class of patience time distributions.

Theorem 1. If the hazard rate functions of the patience time distributions are (strictly) increasing

(decreasing), then qD,⋆
j (m) and qS,⋆k (m) are (strictly) concave (convex) functions of the vector of

matching rates m, for all j ∈ J and k ∈ K.

Corollary 1. If the hazard rate functions of the patience time distributions are increasing (decreas-

ing), then the objective function of (7) is a convex (concave) function.

Having introduced the MP and studied its properties, we are now ready to introduce our pro-
posed matching policies.
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3.2 A matching-rate-based policy

Here, we de�ne a policy that can mimic the optimal matching rates given by (7) as closely as
possible, subject to the available stochastic demand and supply. Let m be a feasible point of (7).
Then, to mimic the matching rates de�ned by m, let the amount of type j ∈ J demand we match
with type k ∈ K supply, for (j, k) ∈ E , in review period i ∈ {1, . . . , ⌊t/l⌋} be

Mr
ijk :=

⌊
mjk min

(
l,
QD

j (il−)
λD
j

,
QS

k (il−)
λS
k

)⌋
≥ 0, (8)

which implies the cumulative number of matches made for (j, k) ∈ E , and t ≥ 0 is

M r
jk(t) :=

⌊t/l⌋∑
i=1

Mr
ijk. (9)

The matching-rate-based policy is de�ned for each feasible point of (7) and for all patience time
distributions, and tries to achieve the feasible matching rates given by m. The targeted rate during
a review period between demand j ∈ J and supply k ∈ K is mjkl. Further, the policy takes into
account the fraction of available demand and supply matched, which ensures the queue-lengths in
(3) and (4) satisfy the non-negativity condition.

Proposition 1. The proposed matching policy given by (8) and (9) satis�es QD
j (t) ≥ 0 and QS

k (t) ≥
0 for each j ∈ J and k ∈ K and for all t ∈ R+, for any feasible point m to (7).

As a result of Proposition 1, the matching-rate-based policy satis�es the conditions given at the
end of Section 2 for the associated matching process in (9) to be admissible. In particular, this is
immediate to see that the matching process is integer-valued, non-decreasing, right-continuous with
left limits, and does not use information about future arrivals to make matches (is non-anticipating).

The matching-rate-based policy tries to mimic the matching rates at each edge and discrete
review point by proportionally splitting the available demand (supply) at a node between the avail-
able supply (demand) at other nodes in the same proportions as the feasible matching rates in m.
Then, by using m⋆ to de�ne the amount matched in (8), we expect to achieve very close to the op-
timal matching rates (and we show that this is the case asymptotically, in Theorem 4 in Section 5).
However, the policy does not give any insight about the order in which edges should be prioritized
for matching. Prioritizing edges can be useful for platforms wishing to implement simple rules for
matching, i.e., each demand (supply) type has a �xed ranking of the supply (demand) types which
it checks for availability to match at each discrete review point. Such a static priority ordering is
appealing because the ordering is state-independent, and easy to describe to a practitioner. Thus,
we would like to understand when the matching-rate-based policy reduces to a static priority order-
ing of the edges. In the next section, we show how to interpret an optimal extreme point solution
as a static priority ordering of the edges.

3.3 A priority-ordering policy

In this section, we propose a priority-ordering matching policy, which de�nes an order of edges over
which matches are made in a greedy fashion at each discrete review point using available demand
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and supply. We will show that, with a properly chosen priority-ordering, such a policy is able to
imitate the matching rates determined by an optimal extreme point solution to the MP when there
exists one. From Corollary 1 to Theorem 1, the existence of an optimal extreme point solution is
guaranteed when the patience time distributions have increasing hazard rates. In words, if supply
and demand become more impatient the longer they wait in queue, then a simple priority ordering
is enough to balance the trade-o� between matching values and holding costs.

In the rest of this section, we assume the existence of an optimal extreme solution to the MP
(7) which we denote by m⋆.

Before constructing the priority-ordering, we need to establish a few properties of an optimal
extreme point solution m⋆. It will be helpful to de�ne the following: we say a node j ∈ J (k ∈ K)
is slack if

∑
k∈Sj

m⋆
jk < λD

j (
∑

j∈Dk
m⋆

jk < λS
k ), and tight if

∑
k∈Sj

m⋆
jk = λD

j (
∑

j∈Dk
m⋆

jk = λS
k );

let E0 = {(j, k) ∈ E : m⋆
jk > 0} denote the set of edges with positive matching rates, and let

({J,K}, E0) denote the induced graph of m⋆, i.e., the bipartite graph between node sets J and K
with edges corresponding to positive matching rates associated with m⋆. Moreover, a tree is a
connected acyclic undirected graph and a forest is an acyclic undirected graph; see Gross et al.
(2018). Then, we have the following properties of the induced graph of an optimal extreme point
solution.

Lemma 1. Let m⋆ be an optimal extreme point solution to (7). Then, the induced graph of m⋆

has the following properties:

1. It has no cycles, i.e., it is a forest, or collection of trees;

2. Each distinct tree has at most one node with a slack constrain.

With Lemma 1 in hand we are now ready to describe the intuition for the priority-ordering we
construct. Lemma 1 guarantees that the set of edges, E0, on which m⋆ makes matches can be
partitioned into disjoint trees, each of which have all nodes but at most one with a tight constraint
(i.e., all their capacity is used up by m⋆). Intuitively, this allows us to construct the priority sets
by iteratively following a path traversing the tight nodes of each tree, removing an edge at each
iteration, and updating the remaining capacities by deducting the match that m⋆ made on that
edge. The edges removed in the hth iteration become the hth highest priority in our ordering, and
the process results in a smaller tree after each iteration so works through all edges in �nite time.
This process continues until it reaches the �nal priority set that contains all the edges with m⋆

jk = 0.
Before we move to the general algorithm that constructs the priority sets, we present an example.

Demand Supply 

𝜆1
𝐷 = 2

𝜆2
𝐷 = 2

𝜆1
𝑆 = 1

𝜆2
𝑆 = 2

𝜆3
𝑆 = 0.5

𝑚11
∗ = 1

𝑚12
∗ = 1

𝑚22
∗ = 1

𝑚23
∗ = 0.5

Figure 5: A matching model with two demand and three supply nodes.
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Example 1. Consider a system with two demand nodes and three supply nodes, with arrival rates

as depicted in Figure 5. The patience time distributions, values, and holding costs are such that an

optimal extreme point solution to the MP for this system sets m⋆
11 = m⋆

12 = m⋆
22 = 1 and m⋆

23 = 0.5,
as depicted in the �gure, with all other edges having m⋆

jk = 0 (e.g., this is the case if all matching

values are 1 and all holding costs are 0). The edges with positive matching rate, i.e., E0, are drawn

with dotted lines in the �gure, note that these edges form a tree. For this optimal extreme point

solution, we construct the following priority sets: P0(m⋆) = {(1, 1), (2, 3)}, P1(m⋆) = {(1, 2)},
P2(m⋆) = {(2, 2)}, and P3(m⋆) = {(1, 3), (2, 1)}. Observe that in the �rst iteration, the algorithm

selects two edges with tight leaf nodes from the tree (i.e., (1, 1) and (2, 3)), since they are disjoint,

while in the second iteration the algorithm picks only one of two available edges with tight leaf nodes

(i.e., (1, 2) and (2, 2)), since they share the end point k = 2, leaving the second edge until the next

iteration, which is the last iteration processing edges with positive matching value. Note that if edge

(1, 2) (resp. (2, 2)) were chosen in the �rst set P0(m⋆), a priority policy would make too many

matches along this edge and risk leaving agents at supply node 1 (resp. 3) unmatched. Then the

�nal step of the algorithm puts all edges with zero matching value in the set P3(m⋆).

We formally present the construction of the priority sets in Algorithm 1, and here we provide a
more detailed explanation of the intuition of the algorithm. The order we traverse the trees in E0

is determined by the following observation. In each tree, at least one of the tight nodes must be a
�leaf� of the tree, i.e., it is connected to only one edge in E0 (or, equivalently only one element of m⋆

involving this node is positive). For an example, assume that j is such a leaf node in E0 with a tight
constraint, i.e.,

∑
k m

⋆
jk = λD

j , and m⋆
jk′ > 0 for some k′, while m⋆

jk = 0 for all other k ̸= k′. Then,

together this implies that m⋆
jk′ = λD

j , i.e., there is only one edge, (j, k′), that uses up all of node j's
capacity. Our algorithm gives this edge highest priority, since greedily matching all available supply
and demand along this edge will match min(λD

j , λ
S
k′) = λD

j (since we must have had λD
j ≤ λS

k′ for
the initial value of m⋆

jk′ to be feasible), and this replicates the value of m⋆
jk′ = λD

j . Then, removing
this edge and reducing the capacities by m⋆

jk′ results in a smaller tree with the same properties as
E0, so we can repeat the process until we work through the whole tree. We note that Kerimov et al.
(2021) establishes existence of a similar priority ordering (for a model with no reneging), without
explicitly constructing the priority sets as we do in Algorithm 1. Further, we make the following
adjustment to allow for a potentially fewer number of priority sets in the �nal construction: more
than one leaf node with a tight constraint can be put in the same priority set in a given iteration
as long as their associated edges are disjoint (i.e., they do not share any endpoints).

Let H + 1 denote the �nal value of the counter h in Algorithm 1, so that PH(m⋆) denotes the
last priority set with edges (j, k) such that m⋆

jk > 0, and PH+1(m
⋆) denotes the �nal priority set

with all edges m⋆
jk = 0.

Note that Algorithm 1 returns non-overlapping priority sets and it terminates as the following
result states.

Lemma 2. Algorithm 1 runs in �nite time O
(
|E0|2

)
.

The sets Ph(m⋆) form a partition of the edges, E , of the bipartite graph. Let Qh(m
⋆) =

∪hl=0Pl(m⋆) denote the set of all priority edges chosen up to iteration h. Given this partition, de�ne
the following solution to (7) recursively for (j, k) ∈ Ph(m⋆) as

ypjk(m
⋆) = min

λD
j −

∑
k′:(j,k′)∈Qh−1(m⋆)

ypjk′(m
⋆), λS

k −
∑

j′:(j′,k)∈Qh−1(m⋆)

ypj′k(m
⋆)

 ,
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Algorithm 1 Priority Set Construction

1: Input: supply, demand rates λD ∈ RJ
+, λ

S ∈ RK
+ , and m⋆ an optimal extreme point solution

to (7)
2: Initialize priority set counter h = 0, edge set E0 = {(j, k) ∈ E : m⋆

jk > 0}, capacities d = λD,

s = λS , and E = E0

3: while |E| > 0 do
4: Initialize priority set: Ph(m⋆) = ∅
5: Initialize consideration set (copy E): C = E
6: while |C| > 0 do
7: Choose any (j, k) ∈ C
8: if m⋆

jk = dj or m⋆
jk = sk then

9: Add to priority set: Ph(m⋆)← Ph(m⋆) ∪ {(j, k)}
10: Update capacities: sk ← sk −m⋆

jk, dj ← dj −m⋆
jk

11: Remove (j, k) and neighbors: C ← C \ {(j′, k′) ∈ C : j′ = jor k′ = k}
12: else Remove (j, k) from consideration: C ← C \ (j, k)
13: end if

14: end while

15: Remove priority set from edge set: E ← E \ Ph
16: Increment counter: h← h+ 1
17: end while

18: Last priority set: Ph(m⋆) = {(j, k) ∈ E : m⋆
jk = 0}

where an empty sum is de�ned to be zero.

Proposition 2. For m⋆ an optimal extreme point solution to (7), we have ypjk(m
⋆) = m⋆

jk for all

j ∈ J and k ∈ K.

We are ready now to de�ne recursively the priority-ordering matching policy. The amount of
type j ∈ J demand we match with type k ∈ K supply for (j, k) ∈ P0 at the end of review period
i ≥ 1 is

Mp
ijk := min

(
QD

j (il−), QS
k (il−)

)
. (10)

For (j, k) ∈ Ph, h = 1, . . . , JK and i ∈ {1, . . . , ⌊t/l⌋}, de�ne recursively

Mp
ijk := min

QD
j (il−)−

∑
k′:(j,k′)∈Qh−1(m⋆)

Mp
ijk′ , Q

S
k (il−)−

∑
j′:(j′,k)∈Qh−1(m⋆)

Mp
ij′k

 . (11)

The aggregate number of matches at time t ≥ 0 is given by

Mp
jk(t) :=

⌊t/l⌋∑
i=1

Mp
ijk. (12)

This is straightforward to see that the priority-ordering matching policy satis�es the admissibility
conditions given at the end of Section 2.
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The implementation of the priority-ordering policy does not require the knowledge of the optimal
extreme point solution once the priority sets have been constructed. In other words, a computer
program needs to know only the priority sets to be able to implement the aforementioned policy.

Remark 1 (Connection to the cµ
θ rule.). The priority ordering studied in this section can be con-

nected to the well-known cµ
θ rule studied for multiclass queueing systems where µ denotes the service

rate; Atar et al. (2011), Smith (1956). To see this, observe that for a system with a single supply

node and exponential patience time distributions, the objective function of the MP takes the form:∑
j ajmj1 where aj = vj1 +

cDj
θDj

+
cS1
θS1
. Hence, its optimal solution is given by a priority rule that

orders the weights aj. These weights do not depend on the arrival rates, and are similar to that of

the cµ
θ rule but are modi�ed to include the matching values and the fact that there is not service

rate in our model. However, in the general case, the priority ordering cannot be written as a simple

priority rule because of the dimension of the model and the general patience time distributions.

We have proposed matching policies that use the information of an optimal solution to the
MP, which involves an approximation of the demand and supply queue-lengths. The study of the
asymptotic performance of the aforementioned policies requires showing a connection between (1),
which involves the stochastic queue-lengths, and the objective of the MP in (7). We do this by
developing and analyzing a �uid model that approximates the demand and supply queue-lengths in
Section 4. We then use that analysis in Section 5 to develop an asymptotic connection between (1)
and (7).

4 The �uid model and its convergence to invariant states

Section 4.1 presents a �uid model that be seen as an approximation to the discrete-event stochastic
model developed in Section 2. The invariant states of the �uid model are �xed points of the �uid
model equations, and their characterization is required to develop the proposed matching policies
in Section 3. Section 4.2 characterizes the �uid model invariant states and shows that a �uid
model solution converges to an invariant state as time becomes large. The �uid model presented
in Section 4.1 is exactly the �uid model presented in Section 3.1 in Aveklouris et al. (2023), except
restricted to linear arrival functions and linear matching functions.

In this section, we require the following notation. Given a Polish space S, we use the notation
C(S) (with no subscript) to denote the set of S valued functions with domain R+ that are continuous.
We endow C(S) with the usual Skorokhod J1-topology (Billingsley 1999). Recall that for L ∈ [0,∞],
M[0, L) denotes the set of �nite, non-negative Borel measures on [0, L) endowed with the topology
of weak convergence, which is a Polish space. Given a measure ν ∈ M[0, L), we write ν[0, x] :=∫ x
0 ν(dy). Given a measure ν ∈ M[0, L) and a Borel measurable function f : [0, L] → R that is
integrable with respect to ν de�ne ⟨f, ν⟩ :=

∫
[0,L) f(x)ν(dx).

4.1 The �uid model

The �uid model state space parallels the state space for the discrete-event stochastic model in
Section 2, except that we do not need to track the times elapsed since the last arrival of each agent
type (because arrivals occur continuously in time). Recall that HD

j and HS
k are the right edges of

the support of the patience time distribution functions for any j ∈ J and k ∈ K. The �uid model
state at time t ∈ R+ is described as follows: for each j ∈ J and k ∈ K,
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� Q
D
j (t) and Q

S
k (t) are the �uid queue-lengths at time t;

� ηDj (t) ∈ M[0, HD
j ) and ηSk (t) ∈ M[0, HS

k ) are measure-valued functions that provide upper
bounds on the �uid queue-lengths at every time t; that is, analogous to (2),

Q
D
j (t) ≤

〈
1, ηDj (t)

〉
, for all j ∈ J, and Q

S
k (t) ≤

〈
1, ηSk (t)

〉
, for all k ∈ K. (13)

In summary, a �uid model solution is a vector (Q
D
,Q

S
,ηD,ηS) ∈ C(Y) having components(

Q
D
j (t), j ∈ J

)
,
(
Q

S
k (t)

)
,
(
ηDj (t), j ∈ J

)
, and

(
ηSk (t), k ∈ K

)
that take values in the subset Y of

RJ
+ × RK

+ ××J
j=1M[0, HD

j )××K
j=1M[0, HS

j ),

for which (13) holds for each t ∈ R+. We require that a �uid model solution (Q
D
,Q

S
,ηD,ηS) ∈

C(Y) satis�es �niteness conditions such that for all t ≥ 0∫ t

0

〈
hDj , η

D
j (u)

〉
du <∞, for all j ∈ J, and

∫ t

0

〈
hSk , η

S
k (u)

〉
du <∞, for all k ∈ K, (14)

and has initial potential queue measures with no atoms; i.e.,〈
1{x}, η

D
j (0)

〉
= 0 for all x ∈ [0, HD

j ), j ∈ J and
〈
1{x}, η

S
k (0)

〉
= 0 for all x ∈ [0, HS

K), k ∈ K. (15)

The �uid analogues of the cumulative reneging processes are explained in words below, and are,
for t ≥ 0 and each j ∈ J and k ∈ K,

R
D
j (t) =

∫ t

0

∫ HD
j

0
hDj (x)1

{
ηDj (u)[0, x] < Q

D
j (u)

}
ηDj (u)(dx)du (16)

and

R
S
k (t) =

∫ t

0

∫ HS
k

0
hSk (x)1

{
ηSk (u)[0, x] < Q

S
k (u)

}
ηSk (u)(dx)du. (17)

The inner integrals in (16) and (17) represent the instantaneous reneging rate, which is determined
by the hazard rate function and �uid age. Then, integrating over the instantaneous reneging rate
in [0, t] gives the cumulative reneging up to time t. When the patience times are exponentially
distributed with rates θDj and θSk so that the hDj (x) = θDj and hSk (x) = θSk for x ∈ R+, we have that
the instantaneous rate at which �uid leaves without being matched is linear in the queue-length;
that is,

R
D
j (t) =

∫ t

0
θDj Q

D
j (u)du and R

S
k (t) =

∫ t

0
θSkQ

S
k (u)du.

The condition (15) ensures that R
D
j (t) and R

S
k (t) in (16) and (17) are �nite for all t ∈ R+.

The measure-valued functions ηDj ∈ M[0, HD
j ) and ηSk ∈ M[0, HS

k ) must satisfy the equations

given below, and interpreted in words after, for given input to the �uid model λD ∈ (0,∞)J and
λS ∈ (0,∞)K . We interpret λD

j as the type j ∈ J �uid arrival rate, and λS
k as the type k ∈ K �uid

arrival rate, meaning that λD
j t and λS

k t are the cumulative amounts of type j and k �uid to arrive
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by time t ∈ R+. For any bounded function f ∈ C(R+) the following integral equations hold for each
j ∈ J, k ∈ K, and t ≥ 0,

〈
f, ηDj (t)

〉
=

∫ HD
j

0
f(x+ t)

1−GD
j (x+ t)

1−GD
j (x)

ηDj (0)(dx) + λD
j

∫ t

0
f(t− u)(1−GD

j (t− u))du, (18)

and

〈
f, ηSk (t)

〉
=

∫ HS
k

0
f(x+ t)

1−GS
k (x+ t)

1−GS
k (x)

ηSk (0)(dx) + λS
k

∫ t

0
f(t− u)(1−GS

k (t− u))du. (19)

The �rst term of the integral equations for measures ηDj (·) and ηSk (·) in (18) and (19) tracks when
the patience time of �uid demand/supply initially present in the system at time zero expires, and
the second term has an analogous meaning for the newly arriving �uid.

The speci�cation of a �uid model solution for given arrival rates λD ∈ (0,∞)J and λS ∈ (0,∞)K

and an initial condition requires the speci�cation of the matching rates, which must lie in the set

M :=

m ∈ RJ×K
+ :

∑
k∈Sj

mjk ≤ λD
j ,
∑
j∈Dk

mjk ≤ λS
k , and mjk = 0 ∀(j, k) /∈ E

 .

For a given matching rate matrix m ∈ M, mjk is the rate at which type j ∈ J customer �uid is
matched with type k ∈ K worker �uid, so that mjkt is the cumulative amount of �uid of those types
matched by time t ∈ R+. Then, the �uid queue-lengths evolve as follows: for all j ∈ J, k ∈ K and
t ≥ 0,

Q
D
j (t) = Q

D
j (0) + λD

j t−R
D
j (t)−

∑
k∈Sj

mjkt, (20)

and,
Q

S
k (t) = Q

S
k (0) + λS

k t−R
S
k (t)−

∑
j∈Dk

mjkt. (21)

The equations (20) and (21) are the �uid analogues of the queue-length evolution equations (3) and
(4) in the stochastic model.

De�nition 1. Let λD ∈ (0,∞)J and λS ∈ (0,∞)K be given. A �uid model solution for arrival

rates
(
λD,λS

)
is (Q

D
,Q

S
,ηD,ηS) ∈ C(Y) that satis�es conditions (14) and (15), the integral

equations (18) and (19), and is such that there exists a matching rate matrix m ∈M for which (20)

and (21) hold, with R
D

and R
S
given by (16) and (17).

Remark 2. A �uid model solution for given arrival rates
(
λD,λS

)
and given initial state is unique;

see Theorem 1 in Aveklouris et al. (2023).

4.2 Invariant analysis

The matching problem (7) that approximates the objective (1) to maximize the long-run average
matching value in the discrete event stochastic system follows by identifying the invariant states of
the �uid model. In particular, the approximations for the mean steady-state queue-lengths used in
(7) are invariant states of the �uid model.
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De�nition 2. Let λD ∈ (0,∞)J and λS ∈ (0,∞)K . A tuple (qD,⋆, qS,⋆,ηD,⋆,ηS,⋆) ∈ Y is an

invariant state for (λD,λS) if the constant function (Q
D
,Q

S
,ηD,ηS) given by

(Q
D
(t),Q

S
(t),ηD(t),ηS(t)) = (qD,⋆, qS,⋆,ηD,⋆,ηS,⋆), for all t ≥ 0 (22)

is a �uid model solution for
(
λD,λS

)
. The invariant manifold for λ = (λD,λS) is the set of all

invariant states for (λD,λS), which we denote by Iλ.

Recall that GD
e,j(x), G

S
e,k(x) for j ∈ J, k ∈ K, x ∈ R+ are the excess life distributions of the

patience times.

Proposition 3. Let λD ∈ (0,∞)J and λS ∈ (0,∞)K . For m ∈ M, de�ne for each x ∈ R+, j ∈ J,
and k ∈ K:

ηD,⋆
j (dx) := λD

j (1−GD
j (x))dx, (23)

ηS,⋆k (dx) := λS
k (1−GS

k (x))dx, (24)

qD,⋆
j (m) :=


λD
j

θDj
, if

∑
k∈Sj

mjk = 0,

λD
j

θDj
GD

e,j

(
(GD

j )
−1
(
1−

∑
k∈Sj

mjk

λD
j

))
, if

∑
k∈Sj

mjk ∈ (0, λD
j ],

(25)

qS,⋆k (m) :=


λS
k

θSk
, if

∑
j∈Dk

mjk = 0,

λS
k

θSk
GS

e,k

(
(GS

k )
−1
(
1−

∑
j∈Dk

mjk

λS
k

))
, if

∑
j∈Dk

mjk ∈ (0, λS
k ].

(26)

Then, (qD,⋆(m), qS,⋆(m),ηD,⋆,ηS,⋆) ∈ Y is in the invariant manifold Iλ for any m ∈ M. Con-

versely, given m ∈M, if (qD(m), qS(m),ηD,ηS) ∈ Iλ, then

(qD(m), qS(m),ηD,ηS) = (qD,⋆(m), qS,⋆(m),ηD,⋆,ηS,⋆).

Proposition 3 shows that there is a nonlinear relationship between the matching rate matrix
m ∈M and the invariant �uid queue-lengths that depends on the patience time distributions. This
is not surprising given the nonlinear relationship between the �uid queue-lengths and the patience
time distribution in many server queues with abandonment (see Theorem 3.1 in Whitt (2006),
Theorem 3.2 in Zhang (2013), Theorem 5.5 in Kang and Ramanan (2012), and Theorem 1 in Puha
and Ward (2019b)).

The long time behavior of the �uid model is characterized by the invariant manifold identi�ed
in Proposition 3.

Theorem 2. For each j ∈ J and k ∈ K, assume hDj and hSk are bounded functions. Suppose

that λD ∈ (0,∞)J and λS ∈ (0,∞)K , and (Q
D
,Q

S
,ηD,ηS) ∈ C(Y) is a �uid model solution for(

λD,λS
)
. Then4,

lim
t→∞

(
Q

D
(t),Q

S
(t),ηD(t),ηS(t)

)
=
(
qD,⋆(m), qS,⋆(m),ηD,⋆,ηS,⋆

)
. (27)

4Note that limt→∞
(
ηD(t),ηS(t)

)
=

(
ηD,⋆,ηS,⋆

)
denotes the weak convergence of the measures; that is, for each

j ∈ J and all bounded fj ∈ C([0, HD
j )), limt→∞

〈
fj , η

D
j (t)

〉
=

〈
fj , η

D,⋆
j

〉
and for each k ∈ K and all bounded

fk ∈ C([0, HS
k )), limt→∞

〈
fk, η

S
k (t)

〉
=

〈
fk, η

S,⋆
k

〉
.
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5 Performance analysis

In this section, we study the performance of the proposed matching policies in a high-volume setting
when the goal is to optimize (1). We �rst derive an upper bound on the objective function in a
high-volume setting in Section 5.1, then show that the matching-rate-based and priority-ordering
policies achieve this upper bound asymptotically in Section 5.2.

Throughout this section, we assume the system is initially empty. To accomodate more general
initial conditions, we would replicate Assumption 3 in Aveklouris et al. (2023), and then observe
that the �uid model in Section 4 accomodates all initial conditions allowed in that assumption. We
chose not to present Assumption 3 in Aveklouris et al. (2023) here, and instead assume an empty
initial system, to eliminate the notational overhead.

5.1 High-volume setting

We consider a high volume setting in which the arrival rates of demand and supply grow large.
Speci�cally, we consider a family of systems indexed by n ∈ N, where n tends to in�nity, and let
the arrival rates in the nth system be

λD,n
j = nλj for all j ∈ J and λS,n

k = nλS
k for all k ∈ K. (28)

Otherwise, each system n has the same basic structure as that of the system described in Section 2.
Note that the patience time distributions do not scale with n, which is consistent with the existing
literature; see, for example, Kang and Ramanan (2010).

We append a superscript n to the system processes associated with the system having arrival
rates as given in (28). Then, Mn is the matching process associated with the system having arrival
rates in (28) and VMn is the objective value in (1) underMn. Also,

(
αD,n,αS,n,QD,n,QS,n,ηD,n,ηS,n

)
is the associated state process.

In the high-volume setting, the �uid model given in Section 4 serves as an approximation to
the discrete-event stochastic model given in Section 2, and the large time behavior of the �uid
model established in Theorem 2 motivates the construction of the MP in (7) in Section 3. Hence,
in high-volume, we expect that the optimal objective value of the MP provides an upper bound on
the value of any admissible policy given in (1), and the next result validates this intuition. Note
that the objective function value should be of order n because arrival rates are of order n, and so
the objective function in the below is multiplied by 1/n.

Theorem 3. For each j ∈ J and k ∈ K, assume hDj and hSk are bounded functions. Let m⋆ be an

optimal solution to (7). If {Mn}n∈N is a sequence of matching processes such that as n→∞

sup
0≤t≤T

∣∣∣∣∣Mn
jk(t)

n
−mjkt

∣∣∣∣∣→ 0, (29)

in probability for some m ∈M and for all T ≥ 0, , then

lim sup
t→∞

lim sup
n→∞

1

nt
VMn(t) ≤

∑
(j,k)∈E

vjkm
⋆
jk −

∑
j∈J

cDj q
D,⋆
j (m⋆)−

∑
k∈K

cSk q
S,⋆
k (m⋆), (30)

almost surely.
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The condition in Theorem 3 ensures that the scaled cumulative matches made builds up linearly in
time, which is an assumption in the �uid model equations (20) and (21).

Having established an upper bound, we investigate the existence of a policy that achieves this
upper bound in the high-volume setting.

De�nition 3. Let m⋆ be an optimal solution to (7). When hDj and hSk are bounded functions for

each j ∈ J and k ∈ K, an admissible policy Mn(·) is asymptotically optimal if

lim
t→∞

lim
n→∞

1

nt

VMn(t)∑
(j,k)∈E vjkm

⋆
jk −

∑
j∈J c

D
j q

D,⋆
j (m⋆)−

∑
k∈K cSk q

S,⋆
k (m⋆)

= 1,

in probability.

In the remainder of Section 5, we study the asymptotic behavior of our proposed discrete review
matching policies. To do so, we also need to scale the review period length as follows

ln =
1

n2/3
l.

The intuition behind the scaling of the length of the review period is that it should be long enough
to allow us to make the most valuable matches as dictated by an MP optimal solution, but also
short enough that the reneging does not hurt. The scaling of the review period length is not unique,
and is connected to the number of moments assumed on the inter-arrival times. The assumption
that the inter-arrival time random variables have �nite 5th moment is used to bound the number
of arrivals that occur during each review period5.

5.2 Asymptotic optimality of the matching policies

The goal of this section is to show that the proposed matching policies de�ned in Section 3 are
asymptotically optimal. We start the analysis by examining the matching-rate-based policy which
was introduced in Section 3.2.

Given a feasible point m to (7) and t ≥ 0, the number of matches for the matching-rate-based
policy in the nth system at discrete review period i ∈ {1, . . . , ⌊t/ln⌋} is given by

Mr,n
ijk :=

⌊
nmjk min

(
ln,

QD,n
j (iln−)
λD,n
j

,
QS,n

k (iln−)
λS,n
k

)⌋
=

⌊
mjk min

(
n1/3l,

QD,n
j (iln−)

λD
j

,
QS,n

k (iln−)
λS
k

)⌋
.

(31)

Note that the instantaneous matching rates mjk are scaled by n in (31) because they remain feasible
to (7) when the arrival rates are scaled by a factor of n. The cumulative number of matches until
time t in the nth system is given by

M r,n
jk (t) :=

⌊t/ln⌋∑
i=1

Mr,n
ijk. (32)

Our goal is to show that the matching-rate-based policy is asymptotically optimal. The following
result shows that the scaled number of matches approaches asymptotically any feasible point of MP,
and it is one of the keys to prove the asymptotic optimality.
5The minimal assumption necessary should be �nite (2 + ϵ) moments, and then the review period length should be
de�ned in terms of ϵ. We chose ϵ = 3 and avoided having ϵ appear in the de�nition of ln.

21



Theorem 4. Let m be a feasible point to (7). Under the matching-rate-based policy (31) and (32),
as n→∞,

sup
0≤t≤T

∣∣∣∣∣M
r,n
jk (t)

n
−mjkt

∣∣∣∣∣→ 0,

in probability for all T ≥ 0, (j, k) ∈ E.

Although the detailed proof of Theorem 4 is given in the appendix, we provide the reader with
a brief outline here to establish the basic template used in the proofs of this section. The proof
proceeds in three basic steps: i) establish an upper bound on the amount of reneging during a
review period, ii) use the reneging upper bound to derive a lower bound on the number of matches
made during a review period, and iii) show that this lower bound on matches made approaches the
desired feasible point of the MP.

Theorem 4 holds for an optimal solutionm⋆ to (7), and guarantees that the condition required in
Theorem 3 is satis�ed. Moreover, Theorem 3 in Aveklouris et al. (2023) establishes that a �uid model
solution arises as a limit point of the �uid scaled state descriptors6

(
QD,n/n,QS,n/n,ηD,n/n,ηS,n/n

)
,

and Theorem 2 ensures that that �uid model solution approaches the invariant point de�ned in
Proposition 3 for m⋆. We conclude that the matching-rate based policy is asymptotically optimal.

Corollary 2. For each j ∈ J and k ∈ K, assume hDj and hSk are bounded functions. The matching-

rate-based policy is asymptotically optimal for an optimal solution, m⋆, to (7).

Having studied the asymptotic performance of the matching-rate-based policy, we now move to
the asymptotic optimality of the priority-ordering policy introduced in Section 3.3. In this case, the
number of matches made in the nth system between type j ∈ J demand and type k ∈ K supply for
(j, k) ∈ Ph, h = 0, 1, . . . ,H + 1 at the end of review period i ∈ {1, . . . , ⌊t/ln⌋} is given by

Mp,n
ijk := min

QD,n
j (iln−)−

∑
k′:(j,k′)∈Qh−1(m⋆)

Mp,n
ijk′ , Q

S,n
k (iln−)−

∑
j′:(j′,k)∈Qh−1(m⋆)

Mp,n
ij′k

 , (33)

where an empty sum is de�ned to be zero. Hence, the aggregate number of matches at time t ≥ 0
is given by

Mp,n
jk (t) :=

⌊t/l.⌋∑
i=1

Mp,n
ijk . (34)

The following result states that the priority-ordering policy asymptotically achieves the optimal
matching rates, and its corollary, which is analogous to Corollary 2 to Theorem 4, shows that the
priority-ordering policy is asymptotically optimal.

Theorem 5. Suppose that there exists an optimal extreme point solution to (7) denoted by m⋆ and

let the priority sets be given by Algorithm 1. Under the priority-ordering matching policy (33) and
(34), as n→∞,

sup
0≤t≤T

∣∣∣∣∣M
p,n
jk (t)

n
−m⋆

jkt

∣∣∣∣∣→ 0,

in probability for all T ≥ 0, (j, k) ∈ E.
6Since arrival rates are of order n, the state descriptor should be divided by n.
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The proof of the last theorem in based on a two level induction. We �rst proceed in an induction
on the priority sets, and then for any set we proceed in a second induction on the review periods
inside this set. For each review period, we show that the number of matches made is close to the
optimal matching rates given by the MP. Now, the asymptotic optimality of the priority-ordering
policy follows in the same way as in the matching-rate-based policy.

Corollary 3. For each j ∈ J and k ∈ K, assume hDj and hSk are bounded functions. The priority-

ordering policy is asymptotically optimal for an optimal extreme point solution, m⋆, to (7).

Theorems 4 and 5 suggest that the quantity m⋆
jkt can be seen as an approximation of the mean

number of matches at time t for j ∈ J and k ∈ K.

Remark 3. The matching-rate-based policy and priority-ordering policy can be de�ned for any

patience time distributions that have a density, a �nite mean, and a strictly increasing cdf, because

these are the requirements needed to de�ne the �uid model in De�nition 1 and its invariant states in

Proposition 3. Even though Corollary 2 to Theorem 4 and Corollary 3 to Theorem 5 require bounded

hazard functions, we can still simulate the performance of the policies when the hazard functions are

unbounded (as, for example, is true for the uniform distribution), and we do this in Section 6 below.

6 Simulation Experiments

In this section, we present simulation results on the behavior of the aforementioned matching policies
in matching models with small numbers of nodes that have non-trivial behavior. We consider the
objective (1) of the matching policies, and illustrate its behavior in several di�erent parameter
regimes. Speci�cally, we consider two broad sets of simulations; the �rst assesses policy performance
in a network as the scaling parameter n grows, the second investigates how to practically set the
review period length in a system for a �xed n.

6.1 The e�ect of increasing arrival rates

For our �rst set of simulations, we consider a model with four demand and four supply nodes and
Poisson arrivals with rates λD = (3, 2, 1, 3) and λS = (2, 2, 2, 2). Further, we assume that the system
is initially empty and we denote the value vector for each demand node by vj = (vj1, . . . , vjK) for
each j ∈ J. The values at each edge are given by the vectors: v1 = (1, 2, 3, 1), v2 = (1, 1, 1, 1),
v3 = (2, 1, 1, 2), and v4 = (3, 3, 2, 1). The holding costs for demand and supply nodes are cD =
(1, 2, 1, 2) and cS = (2, 1, 2, 1), respectively. All the nodes have the same patience time distribution
with the same mean and variance, i.e., θDj = θSk = θ. We consider two di�erent distributions of
the patience times both having an increasing hazard rate function; uniform in [0, 2/θ] and gamma
with shape parameter equal to 3 and scale parameter equal to 1/3θ, i.e., the mean patience time is
1/θ. We �x the time horizon t = 100 in (1). Figures 6 and 7 show the ratio of average objective of
the matching policy to the optimal objective of (7) for the two policies as a function of the scaling
parameter n for various values of the discrete review period ln. To illustrate the impact of changing
both the review period length, ln, and the scaling parameter, n, in each chart of this section we
hold the review period length ln constant while letting the scaling parameter n grow (i.e., we do not
let the review period length grow with the arrival rate as it did in Section 5.1). In other words, in
each chart we hold the discrete review length constant while letting the arrival rates λD,n and λS,n
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grow large. We do this because our chosen scaling for ln is not unique, and we wanted to illustrate
more broadly the review period length impact. Below, we summarize the main observations from
the simulations.

The matching policies have better performance for small review period length.

Figures 6 and 7 show that the policies perform better (are much closer to the upper bound) when
the review period length is small, a phenomenon we explore further in the simulations of the next
subsection. Moreover, Figures 6c and 7c show that the policy performance can be good for small
arrival rates, even though the asymptotic optimality results (Theorem 4 and 5) hold for large arrival
rates.

The priority-ordering policy seems to perform better than the matching-rate-based

policy. In all �gures, the priority-ordering policy behaves better than the matching-rate-based
policy. This can be explained intuitively as follows: First, the priority-ordering policy makes matches
at each review period according to the priority of the edges that identi�es the most valuable edges
taking into account the holding costs as well. Second, the priority-ordering policy exhausts the
demand or supply at each review period in contrast to the matching-rate-based policy. Based on
this observation, we focus on the priority-ordering policy in our next simulation.

(a) ln = 0.3 for all n. (b) ln = 0.1 for all n. (c) ln = 0.01 for all n.

Figure 6: Gamma distributed patience times with mean 1/3 and variance 1/27.

(a) ln = 0.3 for all n. (b) ln = 0.1 for all n. (c) ln = 0.01 for all n.

Figure 7: Uniform distributed patience times with mean 1/3 and variance 1/27.

6.2 The e�ect of decreasing review period length

Next, we investigate the impact of the review period on the priority-ordering policy performance for
a �xed n (i.e., a non-asymptotic/high-volume setting). While we characterized an asymptotically

24



optimal rate for the review period as a function of n in Section 5.1, we show here that there is an
optimal review period length in a �nite system that balances the trade-o� between matching quickly
to avoid reneging, and waiting to gather enough agents to make better matches. We numerically
investigate this, and demonstrate that both the network structure and patience time distributions
play a critical role in the optimal review period length. We analyze two models with di�erent
network structures. To focus on the review period, we minimize the number of parameters in the
systems we consider.

k = 1

j = 1

j = 2

k = 2

v11 = 0.1

v21 = 1

v22 = 0.1

λS
1

λD
1

λD
2

λS
2

U(0, 2/θS1 )

U(0, 2/θD1 )

U(0, 2/θD2 )

U(0, 2/θS2 )

(a) Demand with Supply Alternatives

k = 1

j = 1

j = 2

v11 = 0.1

v21 = 1
λS
1

λD
1

λD
2

U(0, 2/θS1 )

U(0, 2/θD1 )

U(0, 2/θD2 )

(b) Demand without Supply Alternatives

Figure 8: Two Network Models

The two networks are depicted in Figures 8a and 8b and are quite similar; Figure 8b is simply
Figure 8a with supply node 2 removed. Thus, we describe the inputs for Figure 8a in detail, and
note that Figure 8b has all the same inputs excluding those for supply node 2. We compare these
two models to illustrate how the network structure impacts the optimal review period length.

We now describe Figure 8a, which consists of two demand and two supply nodes. We simulate
three di�erent cases with increasing patience times for each model, which we observe impacts the
importance of the review period length. Each node has patience times that are uniformly distributed
in [0, 2/θDj ] and [0, 2/θSk ]. De�ning reneging rate vectors θ

D = (θD1 , · · · , θDJ ) and θS = (θS1 , · · · , θSK),
we consider the following three cases: i) θD = (0.2, 2) and θS = (2, 0.2), ii) θD = (0.1, 0.2) and
θS = (0.2, 0.1), and iii) θD = (0.05, 0.1) and θS = (0.1, 0.05). For each of the three cases, we
consider the same Poisson arrival rates λD = (1, 0.1) and λS = (0.1, 1), for the demand and
supply nodes, respectively. We assume that the system is initially empty, consider v1 = (0.1) and
v2 = (1, 0.1) as the value vectors for each demand node, and assume no holding costs. We �x the
time horizon t = 1000 in (1) and run 120 sample paths for each case.

6.2.1 Demand without supply alternatives

We begin by simulating the priority ordering policy for the network in Figure 8b, which has all
the same inputs as Figure 8a with supply node 2 removed. For each case in this network, the
MP solution simply makes all matches between demand node 2 and supply node 1, which we call
high-value matches. Thus, the priority sets are P0 = {(2, 1)} and P1 = {(1, 1)}, and we call the
second set low-value matches. Note that for this network structure, if a worker at supply node 1
makes a low-value match with demand node 1, then we lose the ability to make a high-value match
between that worker and a customer at demand node 2 in the future. Therefore, for this model, we
refer to workers at the supply node 1 and customers at the demand node 2 as high-value agents,
and customers at the demand node 1 as low-value agents.

We observe in this network that shorter review periods are better, regardless of the patience time
distributions, as illustrated in Figures 9 and 10 (the �gures of this subsection show the objective
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(a) θD = (0.2, 2), θS = 2. (b) θD = (0.1, 0.2), θS = 0.2. (c) θD = (0.05, 0.1), θS = 0.1.

Figure 9: Performance of the priority-ordering policy for Model 2.

value over the time horizon on the y-axis; we do not use the ratio compared to the upper bound
because we are not considering the asymptotic regime). This is because customers at demand node
2 have no alternative match, so these agents will stay in the system until they renege or make a high
value match with supply node 1, regardless of the review period length. Thus, with this network
structure, the main focus of the policy should be on making matches quickly.

(a) θD = (0.2, 2), θS = 2. (b) θD = (0.1, 0.2), θS = 0.2. (c) θD = (0.05, 0.1), θS = 0.1.

Figure 10: Performance of the priority-ordering policy for Model 2 (zoom in the x-axis between the
values 0 - 1).

Following this line of thought, we may conjecture that for Figure 8b, the review period length
should be zero, meaning we make matches immediately when agents arrive, if possible. We test
this conjecture with an additional simulation for Figure 8b that focuses on review period lengths
on a smaller scale, l ∈ [0, 1]. In particular, we simulate the priority policy for l ∈ {0.1, 0.2, . . . , 1},
and also simulate a priority policy with l = 0, i.e., a match is made (if possible) following the
priority ordering each time an agent arrives to the system. These simulation results for Figure 8b
are depicted in Figure 10, which demonstrate that the same intuition holds at this smaller scale as
the review period converges to zero: Shorter review periods are better because there is no bene�t to
waiting longer to gather more valuable matches in this system. This observation begs the question:
Are shorter review periods always better? We explore this question in the next set of simulations
on Figure 8a.
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6.2.2 Demand with supply alternatives

We now simulate the priority ordering policy for Figure 8a, which has an additional supply node
compared to Figure 8b, that we shall see makes the length of the review period more important.
For each case of this network, the MP solution simply makes all matches between demand node 2
and supply node 1, which we call high-value matches. Thus, the priority sets are P0 = {(2, 1)} and
P1 = {(1, 1), (2, 2)}, and we call the second set low-value matches. With a similar reasoning to the
one for Figure 8b, for this model we refer to customers at the demand node 2 and workers at the
supply node 1 as high-value agents, and customers at the demand node 1 and workers at the supply
node 2 as low-value agents.

(a) θD = (0.2, 2), θS = (2, 0.2). (b) θD = (0.1, 0.2), θS =
(0.2, 0.1).

(c) θD = (0.05, 0.1), θS =
(0.1, 0.05).

Figure 11: Performance of the priority-ordering policy for Model 1.

We analyze the impact of the length of the review period (l) on the performance of the priority-
ordering policy for each of the three cases, and present the results in Figure 11. Below, we summarize
the main insights from the simulations.

If the high-value agents' patience is too low, we do not allow valuable matches to

arise, in which case, the smaller the review period, the better. In the �rst case, the short
patience times (average of half a unit of time) and low arrival rates (average of one arrival every
ten time units) of the high-value agents make having both high-value demand and supply agents
at the end of a review period unlikely. Therefore, in this case, waiting to gather valuable matches
is unlikely to be fruitful, and the policy should instead focus on at least making low-value matches
quickly before these agents renege. This is achieved with shorter review periods, as low-value agents
are abundant in the system due to their long patience times (average of �ve time units) and high
arrival rates (average of one arrival every time unit). Thus we see in the left panel of Figure 11
that the need to quickly match agents dominates in this case, and shorter review periods give better
policy performance.1

If the high-value agents' patience is long enough to allow high-value matches to

arise, then there is an optimal positive value for the review period length. In cases two
and three, the high-value agents are patient enough to be present at the same time with higher
likelihood. This is seen in the middle and right panels of Figure 11, where, initially, increasing
the review period allows gathering enough high-value agents to make more high value matches,
thus improving policy performance. This is di�erent from Figure 8b because of the presence of

1Note as the review period approaches 0, the objective corresponds to the �uid solution value when no high-value
matches take place and the time horizon is t = 1000.
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supply node 2, which is able to �steal" high value customers away from demand node 2 and degrade
performance if review periods are too short. Thus, in Figure 8a there is a true trade-o� between
making matches quickly and waiting to gather valuable matches, due to the presense of low value
agents that can divert agents away from future high value matches.

The optimal value for the length of the review period depends on the high-value

agents' mean patience times. Figure 11 (b) and Figure 11 (c) show the bigger the high-value
agents' mean patience times, the bigger the length of the optimal review period is. Intuitively,
when agents have small patience times, we need to decide matches faster, not to lose the valuable
matches. On the other hand, when high-value agents are willing to wait in the system, there is no
rush to make matches and lose the opportunity to make high-value matches. The discrete review
length should strike a balance between the arrival and reneging rates.

In summary, both the network and the patience time distribution critically impact the review
period length. In general, the patience times need to be long enough relative to the arrival rates
and review period length to accumulate enough valuable matches in a review period; however,
in network structures that do not allow �stealing" high-value agents along low-value arcs, shorter
review periods may always be better. An interesting question for future research (that is beyond the
scope of this paper) is to characterize the network structures for which an asymptotically optimal
policy can make matches immediately when agents arrive, as is the case numerically in Figure 10,
and looks like the case in Figure 11a for appropriate conditions on the patience time distributions.
A policy that makes matches immediately when agents arrive is a fully greedy policy.

7 A matching policy for a model without holding costs

The matching policies studied until now use the knowledge of the arrival rate parameters and the
patience time distributions. This is because both policies use the information provided by the MP
(7) which naturally depends on the invariant queue-lengths. The latter uses the information of the
arrival rate parameters and the patience time distributions.

However, there is an insensitivity property on the fraction of reneging agents. Table 1 shows
the fraction of reneging agents obtained by the simulations and the corresponding values calculated
by the �uid model equations (denoted by r⋆S := λD −min(λD, λS) and r⋆D:= λS −min(λD, λS)) in a
network with one demand and one supply node that makes every possible match. We observe that
for exponential and gamma patience times the fraction of reneging agents remains almost the same,
which suggests an insensitivity property, similar to ones that appear in Atar et al. (2022) and Puha
and Ward (2019a).

Table 1: The fraction of reneging population for exponential (right) and gamma (left, rate param-
eter=0.7) distributions with unit means. The parameters are T = 100, λD = 1, and n = 100.

RD(T )/AD(T ) r⋆D RS(T )/AS(T ) r⋆S RD(T )/AD(T ) r⋆D RS(T )/AS(T ) r⋆S
λS = 0.5 0.4942 0.5 1.4e-5 0 0.4847 0.5 0 0
λS = 0.9 0.1193 0.1 0.0022 0 0.0959 0.1 0.0221 0
λS = 1.0 0.0586 0 0.0585 0 0.0130 0 0.0581 0
λS = 1.2 0.0066 0 0.173 0.2 0 0 0.1698 0.2
λS = 1.5 4.3e-5 0 0.3314 0.5 0 0 0.3328 0.5
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In this section, we sacri�ce the generality of the objective function (1) to take advantage of the
insensitivity property observed in Table 1. If we set cDj = cSk = 0 for each j ∈ J and k ∈ K, then (1)
becomes the cumulative matching value of the platform, and hence it is not a�ected by the number
of customers/workers that renege. In other words, it is expected that the cumulative matching value
is not a�ected by the patience time distribution due to the insensitivity property. This will allow us
to propose a discrete review matching policy that does not use the arrival rate and patience time
distributions information.

In the case without holding costs, the MP takes the following form:

max
∑

(j,k)∈E

vjkmjk

s.t.
∑
j∈Dk

mjk ≤ λS
k , k ∈ K,

∑
k∈Sj

mjk ≤ λD
j , j ∈ J,

mjk ≥ 0, (j, k) ∈ E .

(35)

The number of matches made at each discrete review time point can be decided by solving
an optimization problem with an objective to maximize the matching value and constraints that
respect the amount of demand and supply available. For any i ≥ 1, let (MLP,⋆

ijk : (j, k) ∈ E) be
given by an optimal solution to the following optimization problem:

max
∑

(j,k)∈E

vjkMLP
ijk

s.t.
∑
j∈Dk

MLP
ijk ≤ QS

k (il−), k ∈ K,

∑
k∈Sj

MLP
ijk ≤ QD

j (il−), j ∈ J,

MLP
ijk ∈ Z+, for all (j, k) ∈ E .

(36)

The quantityMLP,⋆
ijk is the number of matches between type j demand and type k supply, and the

cumulative number of matches for (j, k) ∈ E , and t ≥ 0, is given by

MLP
jk (t) =

⌊t/l⌋∑
i=1

MLP,⋆
ijk (37)

where we refer to the above policy as the LP-based matching policy. It is straightforward to see that
the LP-based matching policy satis�es the admissibility conditions given at the end of Section 2.

The main di�erence between (36) and (35) is that the right-hand side of the constraints in (35)
are replaced by the queue-lengths QD

j (il−) ∈ N and QS
k (il−) ∈ N. The proposed policy is myopic

in the sense that the matching decisions made at each review time point are optimal given the
available demand and supply but disregard the impact of future arrivals. The hope is that when
discrete review points are well-placed, the aforementioned myopicity will not have too much negative
impact, and the resulting total value of matches made can be close to the optimal value to (35).
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The implementation of the LP-based matching policy does not require the knowledge of the
arrival rates λD, λS and the patience time distributions but it requires an optimal solution to (36)
at each review point. From Lemma 3 below, (36) can e�ectively be solved as an LP on any sample
path, since the queue-lengths are always integer valued.

Lemma 3. The constraint matrix of (36) is totally unimodular, which implies that an optimal

extreme point solution is integer valued if the right hand side constraints of (36) are integer valued.

Next we consider the asymptotic behavior of the LP-based policy introduced above in the same
asymptotic regime as in Section 5. The number of matches in the nth system at a discrete review
period is given by an optimal solution to (36) replacing the right-hand sides of the constraints
by QD,n

j (iln−) and QS,n
k (iln−), respectively. The next theorem states that the matching policy is

asymptotically optimal. Note that in contrast to Theorems 3-5, the requirement that hazard rates
be bounded is not needed. This is because when holding costs are zero, there is not a need to
analyze the queue-length behavior.

Theorem 6. Assume cDj = cSk = 0 for j ∈ J and k ∈ K, and let m⋆ be an optimal solution to (7).

(i) If {Mn}n∈N is a sequence of matching processes such that as n→∞

sup
0≤t≤T

∣∣∣∣∣Mn
jk(t)

n
−mjkt

∣∣∣∣∣→ 0, (38)

in probability for some m ∈M and for all T ≥ 0, then

lim sup
t→∞

lim sup
n→∞

1

nt
VMn(t) ≤

∑
(j,k)∈E

vjkm
⋆
jk, (39)

almost surely.

(ii) The LP-based matching policy given by (36) and (37) in the nth system is asymptotically

optimal in the sense that it satis�es

lim
t→∞

lim
n→∞

1

nt

VMLP,n(t)∑
(j,k)∈E vjkm

⋆
jk

= 1,

in probability.

We prove Theorem 6 using the same three basic steps as Theorem 4. However establishing a
lower bound on the matches made during a review period (step ii) requires more e�ort since we
cannot compare directly to the MP optimal solution. We overcome this challenge by leveraging a
monotonicity property of the MP (35).

Having shown that the LP-based policy is asymptotically optimal, a question that arises is
whether the matches made under this policy also achieve the optimal matching rates. The answer
is nuanced in the case when there are multiple optimal solutions to the MP, since the limit of
MLP,n(t)

n may oscillate between them. However, we are able to show that the matching rates must
approach the set of optimal MP solutions asymptotically. To this end, for a real vector x and a
set A in Euclidean space, denote the distance between them by d (x, A), e.g., one could consider
d (x, A) := infz∈A ∥x− z∥2.
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Proposition 4. Let S be the set of all optimal solutions of (35). In other words, we have that

S := {m⋆ : m⋆ is an optimal solution to (35)}. Then, for each t > 0 as n→∞,

d

(
MLP,n(t)

nt
, S

)
→ 0,

in probability.

A consequence of the last theorem is that an analogous result to Theorem 4 holds for the
LP-based policy in the special case that (35) has a unique optimal solution.

Corollary 4. Assume (35) has a unique optimal solution m⋆. We have that for each t ≥ 0 as

n→∞,

MLP,n
jk (t)

n
→ m⋆

jkt,

in probability, for all (j, k) ∈ E.

8 Conclusion

In this paper, we proposed and analyzed a model that takes into account three main features of
service platforms: (i) demand and supply heterogeneity, (ii) the random unfolding of arrivals over
time, (iii) the non-Markovian impatience of demand and supply. These features result in a trade-
o� between making a less good match quickly and waiting for a better match. The model is too
complicated to solve for an optimal matching policy, and so we developed an approximating �uid
model, that is accurate in high volume (when demand and supply arrival rates are large). We
used the invariant states of the �uid model to de�ne a matching optimization problem, whose solu-
tion gave asymptotically optimal matching rates, that depend on agent patience time distributions.
We proposed a discrete review policy to track those asymptotically optimal matching rates, and
further established conditions under which a static priority ordering policy also resulted in asymp-
totically optimal matching rates. Finally, we observed that when holding costs are zero, there is
an insensitivity property that allows us to propose an LP-based matching policy, that also achieves
asymptotically optimal matching rates, but does not depend on demand and supply patience time
distributions.
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Matching Impatient and Heterogeneous Demand and Supply: Tech-
nical Appendix
Angelos Aveklouris, Levi DeValve, Maximiliano Stock, Amy R. Ward

In this technical appendix, in Section A below, we provide proofs for the results stated in the
main body of the manuscript titled: �Matching Impatient and Heterogeneous Demand and Supply�.
The proofs of these results are in the order in which they appear in the main body, and are separated
by the Section in which they appear in the main body. We also provide, in Section B below, the
calculations used to produce the solid lines in Figure 4b.

A Proofs

A.1 Proofs for Section 3

Proof of Theorem 1. We show the result when the hazard rate functions are increasing. The
case of decreasing hazard rate functions shares the same machinery.

Assume that the hazard rate functions are increasing. By (Puha and Ward 2019a, Lemma 1),
we know that qD,⋆

j (m) and qS,⋆k (m) are concave functions of mD
j :=

∑
k∈Sj

mjk ≤ λD
j and mS

k :=∑
j∈Dk

mjk ≤ λS
k , respectively. Since qD,⋆

j (m) is concave, we have that for any xj =
∑

k∈Sj
xjk ≤

λD
j ,

qD,⋆
j (mD

j )− qD,⋆
j (xj) ≤

dqD,⋆
j (xj)

dxj
(mD

j − xj). (40)

Furthermore, from (25), we have that

dqD,⋆
j (xj)

dxj
= − 1

hDj

(
(GD

j )
−1
(
1− xj

λD
j

)) =
∂qD,⋆

j (x)

∂xjk
.

Now, by (40), we obtain

qD,⋆
j (m)− qD,⋆

j (x) = qD,⋆
j (mD

j )− qD,⋆
j (xj) ≤

dqD,⋆
j (xj)

dxj
(mD

j − xj) =
∑
k∈K

∂qD,⋆
j (x)

∂xjk
(mD

jk − xjk),

and hence qD,⋆
j (m) is a concave function. The proof for qS,⋆k (m) follows the same machinery.

Proof of Proposition 1. We prove that the queue-lengths are nonnegative. We only show it
for the process QD

j (·); the proof for QS
k (·) follows in the same way. We have that for j ∈ J and

m ∈ {1, . . . , ⌊t/l⌋}, from (5),

QD
j (ml) = QD

j ((m− 1)l) +AD
j (ml)−AD

j ((m− 1)l)−RD
j (ml) +RD

j ((m− 1)l)−
∑
k∈Sj

Mr
mjk

= QD
j (ml−)−

∑
k∈Sj

Mr
mjk.
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Now, using the inequalities Mr
mjk ≤

⌊
mjk

QD
j (ml−)

λD
j

⌋
≤ mjk

QD
j (ml−)

λD
j

and
∑

k∈Sj

mjk

λD
j
≤ 1, we have

that

QD
j (ml) ≥ QD

j (ml−)−
∑
k∈Sj

Mr
mjk ≥ QD

j (ml−)−QD
j (ml−) = 0.

Proof of Lemma 1. Let m′
jk, (j, k) ∈ E denote an optimal extreme point solution. By de�nition,

an optimal extreme point solution cannot be written as a convex combination of any two distinct
feasible solutions.

Property 1. Assume the induced graph has a cycle, and renumber the nodes involved in
the cycle so that it can be represented by the set of edges C = {(1, 1), (1, 2), . . . , (i, i), (i, i +
1), . . . , (r, r), (r, 1)}, where the length of the cycle is assumed to be 2r for some r without loss of gen-
erality because the underlying graph is bipartite. Then, we will show that solution m′

jk, (j, k) ∈ E
can be written as a convex combination of two distinct feasible solutions, contradicting the fact that
it is an extreme point.

First, for edges in the cycle, let m1
ii = m′

ii+ ϵ, i = 1, . . . , r and m1
ii+1 = m′

ii+1− ϵ, i = 1, . . . , r−1
and m1

r1 = m′
r1 − ϵ for ϵ > 0, while for edges not in the cycle, i.e., (j, k) /∈ C, let m1

jk = m′
jk. For

ϵ ≤ min(j,k)∈C{m′
jk}, all variables remain nonnegative, and we next argue that this solution remains

feasible for the other constraints as well. Consider a demand node i = 1, . . . , r − 1 involved in the
cycle C. We have m1

ii +m1
ii+1 = m′

ii + ϵ+m1
ii+1 − ϵ = m′

ii +m1
ii+1, so that the total contribution

of edges (i, i) and (i, i+ 1) to the �ow entering node i is unchanged, hence the associated demand
constraint for i is satis�ed (since m′ was assumed feasible). Similarly, for demand node r in the
cycle C, we have m1

rr + m1
r1 = m′

rr + ϵ + m1
r1 − ϵ = m′

rr + m1
r1 so that the associated demand

constraint for r is satis�ed. An identical argument demonstrates that the supply constraints are
also satis�ed.

Next, using the same ϵ, for edges in the cycle let m2
ii = m′

ii − ϵ, i = 1, . . . , r and m2
ii+1 =

m′
ii+1 + ϵ, i = 1, . . . , r − 1 and m2

r1 = m′
r1 + ϵ for ϵ > 0, while for edges not in the cycle, i.e.,

(j, k) /∈ C, let m2
jk = m′

jk. Again, this solution is feasible, and we have m′ = 1/2m1 + 1/2m2,
hence m′ is not an extreme point of (7).

Property 2. Assume that in the induced graph, a given tree has more than one node with
a slack constraint. Then, pick any two of these slack nodes, consider the path between them,
and renumber the nodes involved in the path so that it can be represented by the set of edges
P = {(1, 1), (1, 2), . . . , (i, i), (i, i + 1), . . . , (r, r)}. (This representation implicitly assumes that the
path begins on a demand node and ends on a supply node, but the following argument applies
for the analogous path representation for any combination of begining/ending node classi�cation).
By the assumption that both endpoints of the path have slack constraints, we have λD

i >
∑

k m
′
ik

and λS
r >

∑
j m

′
jr. Then, we will show that solution m′

jk, (j, k) ∈ E can be written as a convex
combination of two distinct feasible solutions, contradicting the fact that it is an extreme point.

First, for edges in the path, let m1
ii = m′

ii+ ϵ, i = 1, . . . , r and m1
ii+1 = m′

ii+1− ϵ, i = 1, . . . , r−1
for ϵ > 0, while for edges not in the path, i.e., (j, k) /∈ P , let m1

jk = m′
jk. For

ϵ ≤ min

 min
(j,k)∈P

{m′
jk}, λD

i −
∑
k

m′
ik, λ

S
r −

∑
j

m′
jr

 ,
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all variables remain nonnegative, we do not violate the constraints on the endpoint nodes of the
paths, and feasibility of this solution for the remaining constraints along the path follows from an
identical argument to that posed in the proof of Property 1.

Next, using the same ϵ, for edges in the path let m2
ii = m′

ii − ϵ, i = 1, . . . , r and m2
ii+1 =

m′
ii+1 + ϵ, i = 1, . . . , r − 1, while for edges not in the path, i.e., (j, k) /∈ P , let m2

jk = m′
jk. Again,

this solution is feasible, and we have m′ = 1/2m1 + 1/2m2, hence m′ is not an extreme point of
(7).

In order to prove Lemma 2 from Section 3.3, we �rst establish the following Lemma.

Lemma A.1. For Algorithm 1, throughout iteration h of the outer while loop beginning in Step 3,

we maintain the following for each edge (j, k) ∈ E: either dj = λD
j −

∑
k:(j,k)∈Qh−1(m⋆)m

⋆
jk and

sk = λS
k −

∑
j:(j,k)∈Qh−1(m⋆)m

⋆
jk, or (j, k) /∈ C.

Proof. In the proof we drop the dependence on m⋆ for the set de�nitions since this dependence
is clear from the context. First we claim that at the beginning of iteration h, for all (j, k) ∈ E we
have dj = λD

j −
∑

k:(j,k)∈Qh−1
m⋆

jk and sk = λS
k −

∑
j:(j,k)∈Qh−1

m⋆
jk. This holds because the only

time we change dj or sk is in Step 10, and each change to dj (resp. sk) corresponds to a decrease of
m⋆

jk′ (resp. m⋆
j′k) for some (j, k′) ∈ Qh−1 (resp. (j′, k) ∈ Qh−1). Then, during iteration h, as long

as (j, k) ∈ C, these values of dj and sk don't change, since Step 11 implies that if (j, k) ∈ C, then
no edge (j′, k′) with either j′ = j or k′ = k has satis�ed the condition in Step 8 yet, so neither dj
nor sk have been updated in Step 10.

Proof of Lemma 2. In the proof we drop the dependence on m⋆ for the set de�nitions since
this dependence is clear from the context. The inner while loop beginning in Step 6 always removes
at least the element (j, k) chosen in Step 7, so this while loop terminates. The outer while loop
beginning in Step 3 removes the elements of Ph ⊆ E in Step 15, so as long as |Ph| > 0, this while
loop terminates also. Step 9 adds the element (j, k) ∈ C to Pj as long as the condition in Step 8
is met. Thus, we must show that at least one element in C satis�es the condition in Step 8 at the
start of each iteration of the outer while loop (which are indexed by the counter h).

To this end, consider the situation at the start of iteration h of the outer while loop where
|E| > 0. Then, we have E = {(j, k) ∈ E : m⋆

jk > 0} \ Qh−1, and at the start of iteration h we have

C = E and for all (j, k) ∈ E we have dj = λD
j −

∑
k:(j,k)∈Qh−1

m⋆
jk, and sk = λS

k −
∑

j:(j,k)∈Qh−1
m⋆

jk

by Lemma A.1. Next, let E0 = {(j, k) ∈ E : m⋆
jk > 0} denote the induced graph of m⋆, which is

an extreme point of (7), and thus Lemma 1 guarantees that G has the following two properties:
i) it is a collection of trees (equivalently contains no cycles), and ii) each distinct tree in G has at
most one node with a slack constraint. Then, observe that removing the edges Qh−1 from E0 to
create the new graph F = {(j, k) ∈ E : m⋆

jk > 0} \ Qh−1 will preserve both these properties: for i)
F must still contain no cycles since we only removed edges (and hence is still a collection of trees),
and for ii) if any tree in F has more than one slack node, then these two nodes were also in the
same tree in E0, contradicting Lemma 1. Then, note that F must contain a tree with at least two
nodes, since E is its edge set and |E| > 0, denote the tree by T . Since T is a tree with at least
two nodes, it contains at least two nodes with degree one. By property ii) of F , at most one of
these degree one nodes has a slack constraint, so therefore at least one of them must have a tight
constraint. Without loss of generality, assume this is node j ∈ J (if it is in K an identical argument
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applies) and let (j, k) denote the edge connected to node j in graph F . Since j is tight we have∑
k′ m

⋆
jk′ = λD

j , and since j is degree one in F we have
∑

k′:k′ ̸=k,(j,k′)/∈Qh−1
m⋆

jk = 0, which together

imply that m⋆
jk = λD

j −
∑

k′:(j,k′)∈Qh−1
m⋆

jk′ = dj , and thus (j, k) meets the condition in Step 8.
Finally, for the running time, each iteration of the outer while loop performs a number of

operations linear in |C| ≤ |E0| (since it has to consider each element of C, either to check the
condition in Step 8, or to remove the element from C in step 11). The outer while loop removes at
least one element from E in each iteration, so the number of iterations is less than the initial size
of E, which is |E0|.
Proof of Proposition 2. We proceed by induction on h up to set H, then argue for PH+1

separately. For h = 0, consider an arc (j, k) ∈ P0(m⋆), i.e., in iteration 0 of the outer while loop,
(j, k) was chosen in Step 7 and satis�ed the condition in Step 8. Without loss of generality, assume
the condition satis�ed in Step 8 was m⋆

jk = dj (an identical argument holds if m⋆
jk = λS

k ). By

Lemma A.1, since (j, k) ∈ C when it was chosen, we have m⋆
jk = dj = λD

j −
∑

k:(j,k)∈Q−1
m⋆

jk = λD
j .

Further, by feasibility of m⋆ for (7), we have m⋆
jk ≤ λS

k , which implies that λD
j ≤ λS

k . Thus, by the
de�nition of ypjk(m

⋆) we have

ypjk(m
⋆) = min

(
λD
j , λ

S
k

)
= λD

j = m⋆
jk.

Now assume that ypjk(m
⋆) = m⋆

jk for all (j, k) ∈ Qh−1(m
⋆) and consider h. For (j, k) ∈ Ph(m⋆)

we know that in iteration h of the outer while loop, (j, k) was chosen in Step 7 and satis�ed the
condition in Step 8. Without loss of generality, assume the condition satis�ed in Step 8 wasm⋆

jk = dj
(an identical argument holds if m⋆

jk = λS
k ). By Lemma A.1, since (j, k) ∈ C when it was chosen, we

have m⋆
jk = dj = λD

j −
∑

k:(j,k)∈Qh−1
m⋆

jk. Further, by feasibility of m
⋆ to (7), we have

∑
j′∈Jm

⋆
j′k ≤

λS
k , and since m⋆

j′k ≥ 0 for all j′, we also have m⋆
jk+

∑
{j′:(j′,k)∈Qh−1(m⋆)}m

⋆
j′k ≤ λS

k , or equivalently

m⋆
jk ≤ λS

k −
∑

{j′:(j′,k)∈Qh−1(m⋆)}m
⋆
j′k. From this it follows that λD

j −
∑

{k′:(j,k′)∈Qh−1(m⋆)}m
′
jk′ ≤

λS
k −

∑
{j′:(j′,k)∈Qh−1(m⋆)}m

⋆
j′k and by the de�nition of ypjk(m

⋆) and the induction hypothesis, we
have

ypjk(m
⋆) = min

λD
j −

∑
{k′:(j,k′)∈Qh−1(m⋆)}

m⋆
jk′ , λ

S
k −

∑
{j′:(j′,k)∈Qh−1(m′)}

m⋆
j′k


= λD

j −
∑

{k′:(j,k′)∈Qh−1(m⋆)}

m⋆
jk′ = m⋆

jk.

Finally, for h = H + 1, for (j, k) ∈ PH+1(m
⋆), we must have either

∑
{k′:(j,k′)∈Qh−1(m⋆)}m

⋆
jk′ =

λD
j or

∑
{j′:(j′,k)∈Qh−1(m⋆)}m

⋆
jk = λS

k , since otherwise m⋆ was not optimal (since the objective is

strictly increasing in m⋆). Thus, by de�nition we have ypjk(m
⋆) = 0 = m⋆

jk.

A.2 Proofs for Section 4

Proof of Proposition 3. We �rst show that a tuple satisfying (23)-(26) is an invariant state, as
given in De�nition 2 (the forward direction). We second show that an invariant state must satisfy
(23)-(26) (the converse direction).
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Proof of Forward Direction. Let (qD,⋆, qS,⋆,ηD,⋆,ηS,⋆) be de�ned by (23)-(26) for a given

matching rate matrix m ∈M. Let (Q
D
,Q

S
,ηD,ηS) be the constant function given by

(Q
D
(t),Q

S
(t),ηD(t),ηS(t)) = (qD,⋆, qS,⋆,ηD,⋆,ηS,⋆), for all t ≥ 0. (41)

Then, (Q
D
,Q

S
,ηD,ηS) ∈ C(Y), also noting that for any m ∈M,

0 ≤ qD,⋆
j (m) ≤

〈
1, ηD,⋆

j

〉
, j ∈ J, and 0 ≤ qS,⋆k (m) ≤

〈
1, ηS,⋆k

〉
, k ∈ K.

We must show that (Q
D
,Q

S
,ηD,ηS) is a �uid model solution (see De�nition 1) for

(
λD,λS

)
.

From (23) and (24),〈
hDj , η

D,⋆
j

〉
= λD

j <∞, for j ∈ J, and
〈
hSk , η

S,⋆
k

〉
= λS

k <∞, for k ∈ K,

and so (14) holds. Furthermore, (23) and (24) also imply (15) holds. Next, for any bounded function
f ∈ C(R+), again from (23) and (24),

∫ HD
j

0
f(x+ t)

1−GD
j (x+ t)

1−GD
j (x)

ηD,⋆
j (dx) + λD

j

∫ t

0
f(t− u)(1−GD

j (t− u))du =
〈
f, ηD,⋆

j

〉
, for j ∈ J,

and∫ HS
k

0
f(x+ t)

1−GS
k (x+ t)

1−GS
k (x)

ηS,⋆k (dx) + λS
k

∫ t

0
f(t− u)(1−GS

k (t− u))du =
〈
f, ηS,⋆k

〉
, for k ∈ K.

Hence (18) and (19) hold.

We next show that (20) and (21) hold, with R
D
and R

S
given by (16) and (17). Let

χD
j =

(
GD

j

)−1

(
1−

∑
k∈Sj

mjk

λD
j

)

if
∑

k∈Sj
mjk > 0 and HD

j otherwise, for each j ∈ J. Similarly, let

χS
k =

(
GS

k

)−1
(
1−

∑
j∈Dk

mjk

λS
k

)
if
∑

j∈Dk
mjk > 0 and HS

k otherwise, for each k ∈ K. Then, from (16) - (17) and (23)-(26),

R
D
j (t) = t

∫ HD
j

0
1

{
GD

e,j(x) < GD
e,j

((
GD

j

)−1

(
1−

∑
k∈Sj

mjk

λD
j

))}
gDj (x)dx

= t

∫ χD
j

0
λD
j g

D
j (x)dx

= tλD
j G

D
j

(
χD
j

)
,
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for j ∈ J, and, similarly,

R
S
k (t) = tλS

kG
S
k

(
χS
k

)
,

for k ∈ K. Substituting for χD
j and χS

k in the above yields

R
D
j (t) = tλD

j

(
1−

∑
k∈Sj

mjk

λD
j

)
, j ∈ J, and R

S
k (t) = tλS

k

(
1−

∑
j∈Dk

mjk

λS
k

)
, k ∈ K,

and so (20) and (21) hold.

Proof of Converse Direction. Suppose that (qD, qS ,ηD,ηS) ∈ Iλ. Let (Q
D
,Q

S
,ηD,ηS)

be the constant function such that

(Q
D
(t),Q

S
(t),ηD(t),ηS(t)) = (qD, qS ,ηD,ηS), for all t ≥ 0. (42)

By assumption, (Q
D
,Q

S
,ηD,ηS) is a �uid model solution. We must show that (23)-(26) hold.

From (18) and (19), for any bounded function f ∈ C(R+)

〈
f, ηDj

〉
=

∫ HD
j

0
f(x+ t)

1−GD
j (x+ t)

1−GD
j (x)

ηDj (dx) + λD
j

∫ t

0
f(t− u)(1−GD

j (t− u))du, (43)

for j ∈ J, and

〈
f, ηSk

〉
=

∫ HS
k

0
f(x+ t)

1−GS
k (x+ t)

1−GS
k (x)

ηSk (dx) + λS
k

∫ t

0
f(t− u)(1−GS

k (t− u))du, (44)

for k ∈ K. For each j ∈ J and k ∈ K, as t→∞, the �rst integrals in (43) and (44) converge to zero by

dominated convergence and the second to λD
j

∫∞
0

(
1−GD

j (u)
)
f(u)du and λS

k

∫∞
0

(
1−GS

k (u)
)
f(u)du.

Because f was arbitrary, ηD = ηD,⋆ and ηS = ηS,⋆, and so (23) and (24) hold.
We next show that (25) - (26) hold. From (20) - (21),λD

j −
∑
k∈Sj

mjk

 t = R
D
j (t), for j ∈ J, (45)

and λS
k −

∑
j∈Dk

mjk

 t = R
S
k (t), for k ∈ K.

De�ne χD
j ∈ [0, HD

j ] and χS
k ∈ [0, HS

k ] to be the unique solutions to

qDj =

∫ χD
j

0
ηD,⋆
j (u)du and qSk =

∫ χS
k

0
ηS,⋆k (u)du, (46)

noting the slight abuse of notation as χD
j and χS

k were de�ned di�erently in this proof, when proving
the forward direction. From (16) - (17) and (23) - (24),

R
D
j (t) =

∫ t

0
λD
j

∫ χD
j

0
gDj (x)dxdu and R

S
k (t) =

∫ t

0
λS
k

∫ χS
k

0
gSk (x)dxdu. (47)
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Combining (45) and (47) shows that for each j ∈ J and k ∈ KλD
j −

∑
k∈Sj

mjk

 = λD
j G

D
j

(
χD
j

)
, and

λS
k −

∑
j∈Dk

mjk

 = λS
kG

S
k

(
χS
k

)
,

or, equivalently,

χD
j =

(
GD

j

)−1

(
1−

∑
k∈Sj

mjk

λD
j

)
if
∑
k∈Sj

mjk > 0,

and χD
j = HD

j otherwise, and

χS
k =

(
GS

k

)−1
(
1−

∑
j∈Dk

mjk

λS
k

)
if
∑
j∈Dk

mjk > 0,

and χS
k = HS

k otherwise. Finally, substituting for ηD,⋆
j and ηS,⋆k in (46), and also using the above,

yields

qDj =

∫ χD
j

0
λD
j

(
1−GD

j (x)
)
dx =

λD
j

θj
GD

e,j

(
χD
j

)
= qD,⋆

j (m), for j ∈ J,

and

qSk =

∫ χS
k

0
λk

(
1−GS

k (x)
)
dx =

λk

θk
GD

e,k

(
χS
k

)
= qS,⋆k (m), for k ∈ K,

which establishes that (25) and (26) hold, and completes the proof.

Proof of Theorem 2. Recall equations (18) and (19), repeated here for convenience. For any
bounded function f ∈ C(R+),

〈
f, ηDj

〉
=

∫ HD
j

0
f(x+ t)

1−GD
j (x+ t)

1−GD
j (x)

ηDj (dx) + λD
j

∫ t

0
f(t− u)(1−GD

j (t− u))du,

for j ∈ J, and

〈
f, ηSk

〉
=

∫ HS
k

0
f(x+ t)

1−GS
k (x+ t)

1−GS
k (x)

ηSk (dx) + λS
k

∫ t

0
f(t− u)(1−GS

k (t− u))du,

for k ∈ K. For each j ∈ J and k ∈ K, as t→∞, the �rst integrals in the above converge to zero by

dominated convergence and the second to λD
j

∫∞
0

(
1−GD

j (u)
)
f(u)du and λS

k

∫∞
0

(
1−GS

k (u)
)
f(u)du.

Because f was arbitrary, we conclude that the measures
(
ηD(t),ηS(t)

)
weakly converge to

(
ηD,⋆,ηS,⋆

)
;

i.e., that
lim
t→∞

(
ηD(t),ηS(t)

)
=
(
ηD,⋆,ηS,⋆

)
(48)

We next show that
lim
t→∞

(
Q

D
(t),Q

S
(t)
)
=
(
qD,⋆(m), qS,⋆(m)

)
. (49)

To do this, we �x j ∈ J and show
lim
t→∞

QD
j (t) = qD,⋆

j (m). (50)
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The same arguments can then be used to show

lim
t→∞

QD
j (t) = qD,⋆

j (m) for each j ∈ J, and lim
t→∞

QS
k (t) = qS,⋆k (m) for each k ∈ K,

from which we can conclude that (49) holds, and complete the proof (because together (48) and (49)
establish (27)). Below we separate the arguments to show (50) for the three cases:

∑
k∈Sj

mjk = λD
j

(match everything),
∑

k∈Sj
mjk ∈

(
0, λD

j

)
(partially match), and

∑
k∈Sj

mjk = 0 (match nothing).

Case 1 (match everything,
∑

k∈Sj
mjk = λD

j ): If λD
j −

∑
k∈Sj

mjk = 0, then qD,⋆
j (m) = 0 from

(25). Next note that from (16) and (20)

d

dt
Q

D
j (t) =

λD
j −

∑
k∈Sj

mjk

− ∫ HD
j

0
hDj (x)1

{
ηDj (t)[0, x] < Q

D
j (t)

}
ηDj (t)(dx)

= −
∫ HD

j

0
hDj (x)1

{
ηDj (t)[0, x] < Q

D
j (t)

}
ηDj (t)(dx), (51)

for t > 0. Consider the Lyapunov function V (q) = q. To establish (50), this is su�cient to show

d

dq
V (q)

∣∣∣∣q=Q
D
j (t)
× d

dt
Q

D
j (t) =

d

dt
Q

D
j (t) < 0, (52)

for any t > 0 such that Q
D
j (t) > 0. Note that for any t > 0, (15), (18), and the assumption that

GD
j is the distribution function of an absolutely continuous random variable, together imply that

ηDj (t) has no atoms and that ηDj (t)(dx) > 0 for x ∈ (0, t). Then, whenever Q
D
j (t) > 0,∫ HD

j

0
hDj (x)1

{
ηDj (t)[0, x] < Q

D
j (t)

}
ηDj (t)(dx) > 0,

and so (51) implies (52) holds for any t > 0 such that Q
D
j (t) > 0.

Case 2 (partially match,
∑

k∈Sj
mjk ∈

(
0, λD

j

)
): The proof of Case 2 requires the following claims,

established at the end of this proof.

Claim 1. For any t ∈ R+,
〈
1{[0, χ)}, ηDj (t)

〉
is strictly increasing in χ for χ ∈ [0, HD

j ).

Claim 1 ensures that we can de�ne χD
j (t) as the unique solution to〈
1{[0, χ)}, ηDj (t)

〉
= Q

D
j (t), (53)

which satis�es χD
j (t) ≤ HD

j from (13).

Claim 2. De�ne for t ∈ R+,

ϵ1(t) :=

∫ HD
j ∧[χD

j (t)−t]
+

0
hDj (x+ t)

1−GD
j (x+ t)

1−GD
j (x)

ηDj (0)(dx) ≥ 0,
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and

ϵ2(t) :=

∫ HD
j ∧[χD

j (t)−t]
+

0

1−GD
j (x+ t)

1−GD
j (x)

ηDj (0)(dx) ≥ 0,

and de�ne for q ∈ R+

m(q) := λD
j

(
1−GD

j

(
(Ge,j)

−1

(
θDj q

λD
j

)))
≥ 0,

where (Ge,j)
−1 is the inverse function of Ge,j (that is well-de�ned because Ge,j is strictly increasing).

Then m(q) is decreasing in q, satis�es

m(qD,⋆
j (m)) =

∑
k∈Sj

mjk, for m ∈M,

and, when hDj is bounded,

R
D
j (t) =

∫ t

0
ϵ1(s)ds+ λD

j t−
∫ t

0
m
(
Q

D
j (s)− ϵ2(s)

)
ds. (54)

We use (54) in Claim 2 to substitute for R
D
j (t) in (20) to �nd

Q
D
j (t) = Q

D
j (0)−

∫ t

0
ϵ1(s)ds+

∫ t

0
m
(
Q

D
j (s)− ϵ2(s)

)
ds−

∑
k∈Sj

mjkt.

Then, we take derivatives to �nd

d

dt
Q

D
j (t) = −ϵ1(t) +m

(
Q

D
j (t)− ϵ2(t)

)
−
∑
k∈Sj

mjk. (55)

Claim 3. As t→∞, ϵ1(t)→ 0 and ϵ2(t)→ 0.

Let γ > 0. Set

δ1(γ) := m
(
qD,⋆
j (m)− γ

2

)
−m

(
qD,⋆
j (m)

)
> 0,

and
δ2(γ) := m

(
qD,⋆
j (m)

)
−m

(
qD,⋆
j (m) +

γ

2

)
> 0,

which are both positive because m(q) is decreasing in q by Claim 2 and qD,⋆
j (m) < λD

j /θ
D
j from

(25), since
∑

k∈Sj
mjk > 0. From Claim 3, there exists T0 > 0 such that

ϵ1(t) <
1

2
δ1(γ) and ϵ2(t) <

γ

2
for all t ≥ T0.

Consider the Lyapunov function

V (q) =
∣∣∣q − qD,⋆

j (m)
∣∣∣ .
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To complete the proof, this is su�cient to show

d

dq
V (q)

∣∣∣∣q=Q
D
j (t)
× d

dt
Q

D
j (t) < 0 (56)

for any t ∈ R+ such that
∣∣∣QD

j (t)− qD,⋆
j (m)

∣∣∣ > 0. We separate the argument to show (56) into the

two cases, that Q
D
j (t)− qD,⋆

j (m) ≤ −γ and that Q
D
j (t)− qD,⋆

j (m) ≥ γ, and then we take γ → 0, to
show (56).

Case 2a: Q
D
j (t)− qD,⋆

j (m) ≤ −γ, so that

d

dq
V (q)

∣∣∣∣q=Q
D
j (t)
× d

dt
Q

D
j (t) = −

d

dt
Q

D
j (t),

and also
Q

D
j (t)− ϵ2(t) ≤ qD,⋆

j (m)− γ

2
. (57)

From (55)

− d

dt
Q

D
j (t) = ϵ1(t)−m

(
Q

D
j (t)− ϵ2(t)

)
+
∑
k∈Sj

mjk.

From (57) and the fact that m(q) is decreasing in q,

m
(
Q

D
j (t)− ϵ2(t)

)
≥ m

(
qD,⋆
j (m)− γ

2

)
,

and from the de�nition of δ1(γ),

m
(
qD,⋆
j (m)− γ

2

)
= m

(
qD,⋆
j (m)

)
+ δ1(γ).

Hence, recalling that m
(
qD,⋆
j (m)

)
=
∑

k∈Sj
mjk from Claim 2,

− d

dt
Q

D
j (t) ≤ ϵ1(t)− δ1(γ) < −

1

2
δ1(γ), (58)

for all t ≥ T0.
Case 2b: Q

D
j (t)− qD,⋆

j (m) ≥ γ, so that

d

dq
V (q)

∣∣∣∣q=Q
D
j (t)
× d

dt
Q

D
j (t) =

d

dt
Q

D
j (t),

and also
Q

D
j (t)− ϵ2(t) ≥ qD,⋆

j (m) +
γ

2
. (59)

From (55) and the fact that ϵ1(t) ≥ 0 for all t ∈ R+,

d

dt
Q

D
j (t) ≤ m

(
Q

D
j (t)− ϵ2(t)

)
−
∑
k∈Sj

mjk.
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From (59) and the fact that m(q) is decreasing in q,

m
(
Q

D
j (t)− ϵ2(t)

)
≤ m

(
qD,⋆
j (m) +

γ

2

)
,

and from the de�nition of δ2(γ),

m
(
qD,⋆
j (m) +

γ

2

)
= m

(
qD,⋆
j (m)

)
− δ2(γ).

Hence, recalling as above that m
(
qD,⋆
j (m)

)
=
∑

k∈Sj
mjk from Claim 2,

d

dt
Q

D
j (t) ≤ m

(
qD,⋆
j (m)

)
− δ2(γ)−

∑
k∈Sj

mjk = −δ2(γ). (60)

Finally, to see (56) holds and complete the proof of Case 2, let γ → 0 in (58) and (60), and
observe that δ1(γ)→ 0 and δ2(γ)→ 0 as γ → 0 from the de�nitions of δ1(γ) and δ2(γ).

Case 3 (match nothing,
∑

k∈Sj
mjk = 0): Since Q

D
j (t) ∈ R+ for all t ≥ 0 and (13) holds

Q
D
j (t) ∈

[
0,
〈
1, ηDj (t)

〉]
.

From (48) and the de�nition of ηD,⋆
j in (23),

〈
1, ηDj (t)

〉
→
〈
1, ηD,⋆

j

〉
=

λD
j

θDj
, as t→∞.

Then,

lim
t→∞

Q
D
j (t)

t
= 0,

and so, from (20)

lim
t→∞

R
D
j (t)

t
= λD

j . (61)

Also, from Claim 2,

1

t
R

D
j (t) =

1

t

∫ t

0
ϵ1(s)ds+ λD

j −
1

t

∫ t

0
m
(
Q

D
j (s)− ϵ2(s)

)
ds. (62)

Since ϵ1(s)→ 0 as s→∞ by Claim 3, together (61) and (62) imply

1

t

∫ t

0
m
(
Q

D
j (s)− ϵ2(s)

)
ds→ 0, as t→∞.

Since m is decreasing by Claim 2,

1

t

∫ t

0
m
(
Q

D
j (s)

)
ds→ 0, as t→∞.
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Since m is also non-negative and continuous from its de�nition,

m
(
Q

D
j (t)

)
→ 0, as t→∞,

which implies

Q
D
j (t)→

λD
j

θDj
= qD,⋆

j (m), as t→∞.

Proof of Claim 1. First note that (18) holds for every bounded, Borel measurable function f
and t ≥ 0 by Corollary 4.2 in Kang and Ramanan (2010). Next, apply (18) to f(x) = 1{[0, χ)}(x)
to �nd〈

1{[0, χ)}, ηDj (t)
〉
=

∫ HD
j ∧[χ−t]+

0

1−GD
j (x+ t)

1−GD
j (x)

ηDj (0)(dx) + λD
j

∫ t∧χ

0

(
1−GD

j (w)
)
dw.

The �rst term on the right-hand side of the above equation is strictly increasing in χ for χ ∈ [t,HD
j ),

and the second term is strictly increasing in χ for χ ∈ [0, t].

Proof of Claim 2. First note that m(q) is decreasing in q because both GD
j and GD

e,j are increasing

functions, and that m
(
qD,⋆
j (m)

)
=
∑

k∈Sj
mjk from (25) and the de�nition of m. Hence showing

(54) is su�cient to prove the claim.
For �xed t ∈ R+, let

f(x) = hDj (x)1
{
[0, χD

j (t))
}
(x),

which is a bounded function because hDj is bounded, and is also Borel measurable. By Corollary

4.2 in Kang and Ramanan (2010) (with their E(t) = λD
j t, t ∈ R+), (18) holds for every bounded

Borel measurable function f and t ∈ R+. Substituting for f in (18) shows

〈
f, ηDj (t)

〉
= ϵ1(t) + λD

j

∫ χD
j (t)∧t

0
hDj (ζ)

(
1−GD

j (ζ)
)
dζ.

Next, from (16), the de�nition of χD
j (t), the above equality, and the relationship between GD

j and
hDj ,

R
D
j (t) =

∫ t

0

∫ χD
j (t)

0
hDj (x)η

D
j (u)(dx)du (63)

=

∫ t

0

〈
f, ηDj (u)

〉
du

=

∫ t

0
ϵ1(s)ds+ λD

j

∫ t

0

∫ χD
j (s)∧s

0
hDj (ζ)

(
1−GD

j (ζ)
)
dζds

=

∫ t

0
ϵ1(s)ds+ λD

j

∫ t

0
GD

j

(
χD
j (s) ∧ s

)
ds.

Finally, we show the last term in (63) equals the last two terms in (54), which is enough to
complete the proof. From (53), for any t ∈ R+,

Q
D
j (t) =

〈
1
{
[0, χD

j (t))
}
, ηDj (t)

〉
,
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and so, since 1
{
[0, χD

j (t))
}
is bounded and Borel measurable, substituting for f in (18) shows

Q
D
j (t) = ϵ2(t) + λD

j

∫ χD
j (t)∧t

0

(
1−GD

j (ζ)
)
dζ. (64)

Recalling the de�nition of the excess life distribution GD
e,j near the beginning of Section 2, we have

that

λD
j

∫ χD
j (t)∧t

0

(
1−GD

j (ζ)
)
dζ =

λD
j

θDj
GD

e,j

(
χD
j (t) ∧ t

)
,

and so, solving for χD
j ∧ t in (64) show that

χD
j (t) ∧ t =

(
GD

e,j

)−1

(
θDj

λD
j

(
Q

D
j (t)− ϵ2(t)

))
.

Then, from algebra, substitution, and the de�nition of m,

λD
j

∫ t

0
GD

j

(
χD
j (s) ∧ s

)
ds = λD

j t− λD
j

∫ t

0

(
1−GD

j

(
χD
j (s) ∧ s

))
ds

= λD
j t−

∫ t

0
m
(
Q

D
j (s)− ϵ2(s)

)
ds.

Substituting for the above equality in (63) shows that

R
D
j (t) =

∫ t

0
ϵ1(s)ds+ λD

j t−
∫ t

0
m
(
Q

D
j (s)− ϵ2(s)

)
ds

Proof of Claim 3. Since

0 ≤ ϵ2(t) ≤
∫ HD

j

0

1−GD
j (x+ t)

1−GD
j (x)

ηDj (0)(dx),

and, by dominated convergence,∫ HD
j

0

1−GD
j (x+ t)

1−GD
j (x)

ηDj (0)(dx)→ 0,

as t→∞, we conclude that ϵ2(t)→ 0 as t→∞. Next, since hDj (x)
(
1−GD

j (x)
)
= gDj (x) for any

x ∈ [0, HD
j ), we have that

ϵ1(t) =

∫ HD
j ∧[χD

j (t)−t]
+

0

gDj (x+ t)

1−GD
j (x)

ηDj (0)(dx).

Since

0 ≤ ϵ1(t) ≤
∫ HD

j

0

gDj (x+ t)

1−GD
j (x)

ηDj (0)(dx),

and, by dominated convergence, ∫ HD
j

0

gDj (x+ t)

1−GD
j (x)

ηDj (0)(dx)→ 0,

as t→∞, we conclude that ϵ1(t)→ 0 as t→∞.

47



A.3 Proofs for Section 5

Proof of Theorem 3. The sequence
{(

QD,n

n , Q
S,n

n , η
D,n

n , η
S,n

n

)}
n∈N

is tight by Theorem 2 in Avek-

louris et al. (2023). Furthermore, any distributional limit point (Q
D
,Q

S
,ηD,ηS) of

{(
QD,n

n , Q
S,n

n , η
D,n

n , η
S,n

n

)}
n∈N

is almost surely a �uid model solution for
(
λD,λS

)
with initial state zero. Then, on any convergent

subsequence {nl}, by the continuous mapping theorem, for any t ∈ R+,

VMnl (t)

nl
⇒

∑
(j,k)∈E

vjkmjkt−
∑
j∈J

∫ t

0
cDj Q

D
j (s)ds−

∑
k∈K

∫ t

0
cSkQ

S
k (s)ds, (65)

as nl →∞. Next, since by Theorem 2,

lim
t→∞

(
Q

D
(t),Q

S
(t)
)
=
(
qD,⋆(m), qS,⋆(m)

)
,

we have that

limt→∞
1

t

 ∑
(j,k)∈E

vjkmjkt−
∑
j∈J

∫ t

0
cDj Q

D
j (s)ds−

∑
k∈K

∫ t

0
cSkQ

S
k (s)ds

 (66)

=
∑

(j,k)∈E

vjkmjk −
∑
j∈J

cDj q
D,⋆
j (m)−

∑
k∈K

cSk q
S,⋆
k (m).

From the de�nition of m⋆,∑
(j,k)∈E

vjkmjk−
∑
j∈J

cDj q
D,⋆
j (m)−

∑
k∈K

cSk q
S,⋆
k (m) ≤

∑
(j,k)∈E

vjkm
⋆
jk−

∑
j∈J

cDj q
D,⋆
j (m⋆)−

∑
k∈K

cSk q
S,⋆
k (m⋆).

(67)
We conclude from (65), (66), and (67) that

lim
t→∞

lim
n→∞

1

t

VMnl (t)

nl
≤

∑
(j,k)∈E

vjkm
⋆
jk −

∑
j∈J

cDj q
D,⋆
j (m⋆)−

∑
k∈K

cSk q
S,⋆
k (m⋆).

Since the above arguments hold on any convergent subsequence {nl}, we have that (39) holds, which
completes the proof.

A.3.1 Proof of Theorems 4 and 5

Before we present the proof of Theorems 4 and 5, we show some preliminary results that are also
used in the proofs in Section 7. In the following, rDjm denotes the patience time of the mth customer
arriving at note j ∈ J and rSkm denotes the patience time of the mth worker arriving at node k ∈ K,
for m ∈ N.

Proposition A.1. For any j ∈ J, k ∈ K, and i ≥ 1, the following inequalities hold almost surely

RD
j (il)−RD

j ((i− 1)l) ≤ QD
j ((i− 1)l) +

AD
j (il)∑

m=AD
j ((i−1)l)+1

1
{
rDjm ≤ l

}
,
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RS
k (il)−RS

k ((i− 1)l) ≤ QS
k ((i− 1)l) +

AS
k (il)∑

m=AS
k ((i−1)l)+1

1
{
rSkm ≤ l

}
.

Proof. The proof of Proposition A.1 relies on the detailed evolution equations for the discrete-
event stochastic system in Section 2 in Aveklouris et al. (2023), and the reader may want to refer
to that paper when reading this proof. The following notation is used from that paper. First, mD

jh

denotes the matching time of the hth type j customer if that customer is matched, and is in�nity
otherwise. Also, the potential waiting time of the hth type j customer at time t ≥ 0 (potential,
because matching is ignored) is

wD
jh(t) := min

{
[t− eDjh]

+, rDjh
}
.

Then, the cumulative number of type j customers that renege by time t ≥ 0 when the system is
initially empty is given by

RD
j (t) :=

AD
j (t)∑
l=1

∑
s∈[0,t]

1

{
s ≤ mD

jl ,
dwD

jl

dt
(s−) > 0,

dwD
jl

dt
(s+) = 0

}
(68)

Analogous expressions related to the workers can be found in Aveklouris et al. (2023).
We show only the �rst inequality, the second one follows in the same way. From the expression

for the cumulative number of reneging customers in (68) above, we have that

RD
j (il)−RD

j ((i− 1)l) =

AD
j (il)∑

h=AD
j ((i−1)l)+1

∑
s∈[(i−1)l,il]

1

{
s ≤ mD

jh,
dwD

jh

dt
(s−) > 0,

dwD
jh

dt
(s+) = 0

}

+

AD
j ((i−1)l)∑
h=1

∑
s∈[(i−1)l,il]

1

{
s ≤ mD

jh,
dwD

jh

dt
(s−) > 0,

dwD
jh

dt
(s+) = 0

}
.

Now, we have that

AD
j (il)∑

h=AD
j ((i−1)l)+1

∑
s∈[(i−1)l,il]

1

{
s ≤ mD

jh,
dwD

jh

dt
(s−) > 0,

dwD
jh

dt
(s+) = 0

}
≤

AD
j (il)∑

h=AD
j ((i−1)l)+1

1
{
rDjh ≤ l

}
.

To see this, observe that if 1

{
s ≤ mD

jh,
dwD

jh

dt (s−) > 0,
dwD

jh

dt (s+) = 0

}
= 1, then

dwD
jh

dt (s+) = 0. That

is, s − eDjh > rDjh. This yields l ≥ rDjh by the fact that s ≤ il and eDjh ≥ (i − 1)l. In other words,

1
{
rDjh ≤ l

}
= 1.

To �nish the proof it remains to show that

AD
j ((i−1)l)∑
h=1

∑
s∈[(i−1)l,il]

1

{
s ≤ mD

jh,
dwD

jh

dt
(s−) > 0,

dwD
jh

dt
(s+) = 0

}
≤ QD

j ((i− 1)l).
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To this end, the left hand side of the last inequality equals to

AD
j ((i−1)l)∑
h=1

∑
s∈[0,il]

1

{
s ≤ mD

jh,
dwD

jh

dt
(s−) > 0,

dwD
jh

dt
(s+) = 0

}
−RD

j ((i− 1)l)

=

AD
j ((i−1)l)∑
h=1

∑
s∈[0,il]

1

{
s ≤ mD

jh,
dwD

jh

dt
(s−) > 0,

dwD
jh

dt
(s+) = 0

}
−AD

j ((i− 1)l)

+
∑
k∈Sj

Mjk((i− 1)l) +QD
j ((i− 1)l).

Now observe that

AD
j ((i−1)l)∑
h=1

∑
s∈[0,il]

1

{
s ≤ mD

jh,
dwD

jh

dt
(s−) > 0,

dwD
jh

dt
(s+) = 0

}
+
∑
k∈Sj

Mjk((i− 1)l)

=

AD
j ((i−1)l)∑
h=1

∑
s∈[0,(i−1)l]

1

{
s ≤ mD

jh,
dwD

jh

dt
(s−) > 0,

dwD
jh

dt
(s+) = 0

}

+

AD
j ((i−1)l)∑
h=1

∑
s∈((i−1)l,il]

1

{
s ≤ mD

jh,
dwD

jh

dt
(s−) > 0,

dwD
jh

dt
(s+) = 0

}

+
∑
k∈Sj

Mjk((i− 1)l)

≤ AD
j ((i− 1)l).

To see the last inequality, note that the left-hand side counts the number of customers than arrive
in time interval [0, (i− 1)l] that depart (due to matching or reneging) until time (i− 1)l and renege
in time interval ((i−1)l, il]. Hence it cannot exceed the number of customers than arrive until time
(i− 1)l which is AD

j ((i− 1)l).

Moreover, we need the following lemma, which is taken from Ata and Kumar (2005), and adapted
to the below form found in Lemma 4.1 in Plambeck and Ward (2006).

Lemma A.2. (Ata and Kumar) When the inter-arrival distributions have �nite 5th moment, for

any �nite constant α > 0, there exists β > 0 such that

P
(

max
i∈{1,...,⌊T/ln⌋}

max
j∈J

∣∣∣AD,n
j (iln)−AD,n

j ((i− 1)ln)− nλD
j l

n
∣∣∣ < αn1/3

)
≥ 1− βn−1/6

and

P
(

max
i∈{1,...,⌊T/ln⌋}

max
k∈K

∣∣∣AS,n
k (iln)−AS,n

k ((i− 1)ln)− nλS
k l

n
∣∣∣ < αn1/3

)
≥ 1− βn−1/6.

A consequence of Lemma A.2 is that with high probability the following hold for each j ∈ J,
k ∈ K, and i ∈ {1, . . . , ⌊T/ln⌋},

nλD
j l

n − αn1/3 < AD,n
j (iln)−AD,n

j ((i− 1)ln) < nλD
j l

n + αn1/3 (69)
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and
nλS

k l
n − αn1/3 < AS,n

k (iln)−AS,n
k ((i− 1)ln) < nλS

k l
n + αn1/3. (70)

Proof of Theorem 4. Let ϵ > 0. Fix n large enough so that n2/3 > 2maxj,k(mjk)l/ϵ. Denote
by Ωn

1 the event such that (69) and (70) hold and by Ωn
2 the event such that both inequalities in

Proposition A.1 hold. Let ω ∈ Ωn
1 ∩ Ωn

2 and α :=
min(j,k)∈E(λD

j ,λS
k )l

6T min(j,k)∈E(mjk)
ϵ. We �rst derive a lower bound

for the number of reneging agents at any discrete review period. By Proposition A.1, the following
upper bound of the reneging customers in the discrete review period ((i − 1)ln, iln) holds almost
surely: for any j ∈ J,

RD,n
j (iln)−RD,n

j ((i− 1)ln) ≤ QD,n
j ((i− 1)ln) +

AD,n
j (iln)∑

m=AD,n
j ((i−1)ln)+1

1
{
rDjm ≤ ln

}
, (71)

recalling that rDjm denotes the patience time of the mth customer arriving at node j ∈ J. Further,
for the reneging workers in the discrete review period ((i− 1)ln, iln), we have that for any k ∈ K,

RS,n
k (iln)−RS,n

k ((i− 1)ln) ≤ QS,n
k ((i− 1)ln) +

AS,n
k (iln)∑

m=AS,n
k ((i−1)ln)+1

1
{
rSkm ≤ ln

}
, (72)

recalling that rSkm denotes the patience time of the mth worker arriving at node k ∈ K. In the
sequel, we show that the second term of the right-hand side of (71) and (72) converge to zero under
the high-volume setting. Denote by Ωn

0 the event such that (69) holds and by (Ωn
0 )

c its complement.

For simplicity, let Γn = 1
nln
∑AD,n

j (iln)

m=AD,n
j ((i−1)ln)+1

1
{
rDjm ≤ ln

}
. For any δ > 0, we have that

P (Γn ≥ δ) ≤ P ({Γn ≥ δ} ∩ Ωn
0 ) + P ({Γn ≥ δ} ∩ (Ωn

0 )
c)

≤ P (Γn ≥ δ|Ωn
0 ) + P ((Ωn

0 )
c)

≤ E [Γn|Ωn
0 ]

δ
+ βn−1/6

≤
E
[
Γn1Ωn

0

]
δ(1− βn−1/6)

+ βn−1/6,

(73)

where the third inequality follows by the conditional Markov's inequality and Lemma A.2. To
complete the proof that Γn converges to zero in probability, we show that E

[
Γn1Ωn

0

]
goes to zero.

To this end,

0 ≤ E

 1

nln

AD,n
j (iln)∑

m=AD,n
j ((i−1)ln)+1

1
{
rDjm ≤ ln

}
1Ωn

0

 ≤ 1

nln
E
[(

nλD
j l

n + αn1/3
)
1
{
rDj1 ≤ ln

}]

=

(
nλD

j l
n + αn1/3

)
nln

P
(
rDj1 ≤ ln

)
=
(
λD
j +

α

l

)
P
(
rDj1 ≤ ln

)
.
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It follows that

0 ≤ E

 1

nln

AD,n
j (iln)∑

m=AD,n
j ((i−1)ln)+1

1
{
rDjm ≤ ln

}
1Ωn

0

→ 0,

as n → ∞ because ln → 0. Now, by (73), we have that limn→∞ P (Γn ≥ δ) = 0, for any δ > 0. By
the last convergence and for large enough n, we have that

1

nln

AD,n
j (iln)∑

m=AD,n
j ((i−1)ln)+1

1
{
rDjm ≤ ln

}
<

λD
j

6T maxj,k (mjk)
ϵ. (74)

In a similar way using (70), we obtain for large enough n,

1

nln

AS,n
k (iln)∑

m=AS,n
k ((i−1)ln)+1

1
{
rSkm ≤ ln

}
<

λS
k

6T maxj,k (mjk)
ϵ. (75)

De�ne Ωn
3 the events such that (74) and (75) hold and note that limn→∞ P (Ωn

1 ∩ Ωn
2 ∩ Ωn

3 ) = 1. In
the sequel, we take ω ∈ Ωn

1 ∩ Ωn
2 ∩ Ωn

3 .
Now, we move to the second step of proof of Theorem 4. We derive a desirable lower bound on

the number of matches at any discrete review period. To this end, by (69), (71), and (74), we have
that for i ∈ {1, . . . , ⌊T/ln⌋},

QD,n
j (iln−) = QD,n

j ((i− 1)ln) +AD,n
j (iln)−AD,n

j ((i− 1)l)−RD,n
j (iln) +RD,n

j ((i− 1)ln)

≥ AD,n
j (iln)−AD,n

j ((i− 1)l)−
AD,n

j (iln)∑
m=AD,n

j ((i−1)ln)+1

1
{
rDjm ≤ ln

}

≥ AD,n
j (iln)−AD,n

j ((i− 1)l)−
λD
j

6T maxj,k (mjk)
nlnϵ

≥ nλD
j l

n − αn1/3 −
λD
j

6T maxj,k (mjk)
nlnϵ

= nλD
j l

n

(
1− α

lλD
j

− ϵ

6T maxj,k (mjk)

)

≥ nλD
j l

n

1− α

lminj,k

(
λD
j , λ

S
k

) − ϵ

6T maxj,k (mjk)

 ,

and by (70), (72), and (75), we have that

QS,n
k (iln−) = QS,n

k ((i− 1)ln) +AS,n
k (iln)−AS,n

k ((i− 1)ln)−RS,n
k (iln) +RS,n

k ((i− 1)ln)

≥ nλS
k l

n

1− α

lminj,k

(
λD
j , λ

S
k

) − ϵ

6T maxj,k (mjk)

 .
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Now, the inequality ⌊x⌋ ≥ x− 1 and the bounds for the quantities QD,n
j (iln−), QS,n

k (iln−) yield

Mr,n
ijk

nln
=

1

nln

⌊
mjk min

(
n1/3l,

QD,n
j (iln−)

λD
j

,
QS,n

k (iln−)
λS
k

)⌋

≥ mjk

1− α

lminj,k

(
λD
j , λ

S
k

) − ϵ

6T maxj,k (mjk)

− 1

nln

≥ mjk −
ϵ

6T
− ϵ

6T
− ϵ

6T
= mjk −

ϵ

2T
,

for large enough n. The second inequality follows from the de�nition of α and the fact that 1
nln =

1
n1/3l

→ 0, n→∞. That is, for any t ≥ 0 and any feasible point m,

M r,n
jk (t)

n
=

1

n

⌊t/ln⌋∑
i=1

Mr,n
ijk ≥ ⌊t/l

n⌋ln(mjk −
ϵ

2T
) ≥ ⌊t/ln⌋lnmjk −

ϵ

2
≥ mjkt−mjkl

n − ϵ

2
≥ mjkt− ϵ,

where the last inequality follows by n2/3 > 2maxj,k(mjk)l/ϵ.

On the other hand, we have
Mr,n

jk (t)

n ≤ mjkt− ϵ by de�nition of the matching-rate-based policy
for any 0 ≤ t ≤ T and ϵ is arbitrary small independent of time t. This concludes the proof.

Proof of Theorem 5. Let ϵ > 0. Denote by Ωn
1 the events such that (69) and (70) hold, by Ωn

2

the events such both inequalities in Proposition A.1 hold, and by Ωn
3 the events such that (74) and

(75) hold. Note that limn→∞ P (Ωn
1 ∩ Ωn

2 ∩ Ωn
3 ) = 1 and consider ω ∈ Ωn

1 ∩ Ωn
2 ∩ Ωn

3 . To show the
result is enough to prove that for each (j, k) ∈ E , i ≥ 1, and large enough n ∈ N,

nln(m⋆
jk −

ϵ

T
) ≤Mp,n

ijk ≤ nln(m⋆
jk +

ϵ

T
). (76)

Then, we have that for n ∈ N,

Mp,n
jk (t)

n
=

1

n

⌊t/ln⌋∑
i=1

Mp,n
ijk ≥ ⌊t/l

n⌋ln(m⋆
jk −

ϵ

T
) ≥ (t/ln − 1)ln(m⋆

jk −
ϵ

T
) ≥ m⋆

jkt− ϵ,

because ln = 1/n1/3 → 0 as n→∞. On the other hand, we have that

Mp,n
jk (t)

n
=

1

n

⌊t/ln⌋∑
i=1

Mp,n
ijk ≤ ⌊t/l

n⌋ln(m⋆
jk +

ϵ

T
) ≤ m⋆

jkt+ ϵ.

We next focus on proving (76). De�ne for any (j, k) ∈ Ph(m⋆) with h = 0, . . . ,H,

δhjk :=

∣∣∣∣∣∣λD
j −

∑
k′:(j,k′)∈Qh−1(m⋆)

m⋆
jk′ − λS

k +
∑

j′:(j′,k)∈Qh−1(m⋆)

m⋆
j′k

∣∣∣∣∣∣
and δ+ :=

min
j,k,h

(δhjk : δhjk > 0), if ∃ δhjk > 0,

0, otherwise.
. Further, de�ne δ :=

{
min( δ+

2H+1+1
, ϵ
2H+1T

), if δ+ > 0,
ϵ

2H+1T
, otherwise.

.

We shall show that for (j, k) ∈ Ph(m⋆) and i ≥ 1,

nln(m⋆
jk − 2h+1δ) ≤Mp,n

ijk ≤ nln(m⋆
jk + 2h+1δ), (77)
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then (76) follows by noticing that 2h+1δ ≤ 2h+1 ϵ
2H+1T

≤ ϵ
T . We proceed in a two level induction: i)

on the priority sets Ph(m⋆), h = 0, . . . ,H + 1 and ii) on the review periods i ∈ {1, . . . , ⌊T/ln⌋}. In
particular, we �rst proceed in an induction on the priority sets. Then, for any set we proceed in a
second induction on the review periods inside this set.

Let (j, k) ∈ P0(m⋆) and without loss of generality assume that λD
j ≤ λS

k . That is, m⋆
jk = λD

j

and m⋆
jk′ = 0 for k′ ̸= k. By de�nition of the �rst priority set, we have that for any i ≥ 1,

Mp,n
ijk = min(QD,n

j (iln−), QS,n
k (iln−)). Also, notice that node j can only be connected to nodes

k′ ̸= k such that mjk′ = 0 because otherwise (j, k) cannot be a priority arc. In other words,
(j, k′) ∈ PH+1(m

⋆) for k′ ̸= k. First, using the same ideas as in the proof of Theorem 4, we derive
for large enough n and each i ≥ 1,

QD,n
j (iln−) ≥ nln(λD

j − δ), (78)

QS,n
k (iln−) ≥ nln(λS

k − δ). (79)

The latter inequalities yield a lower bound of the number of matches for each i ≥ i.

Mp,n
ijk ≥ nln(min(λD

j , λ
S
k )− δ) = nln(m⋆

jk − δ) ≥ nln(m⋆
jk − 2δ).

Next, we shall show that the opposite inequality holds as well. By (3), (4), Lemma A.2 choosing
α = δ, and observing that RD,n(iln)−RD,n((i− 1)ln) ≥ 0, we have that for large n,

QD,n
j (iln−) ≤ QD,n

j ((i− 1)ln) +AD,n
j (iln)−AD,n

j ((i− 1)ln)

≤ QD,n
j ((i− 1)ln) + nln(λD

j + δ)
(80)

and

QS,n
k (iln−) ≤ QS,n

k ((i− 1)ln) +AS,n
k (iln)−AS,n

k ((i− 1)ln)

≤ QS,n
k ((i− 1)ln) + nln(λS

k + δ).
(81)

Furthermore, by (3) and (4), we get that

QD,n
j (iln) = QD,n

j (0) +AD,n
j (iln)−RD,n

j (iln)−
i∑

h=1

∑
k′∈Sj

Mp,n
hjk′

= QD,n
j (0) +AD,n

j (iln)−AD,n
j ((i− 1)ln)−RD,n

j (iln) +RD,n
j ((i− 1)ln)

+AD,n
j ((i− 1)ln)−RD,n

j ((i− 1)ln)−
i−1∑
h=1

∑
k′∈Sj

Mp,n
hjk′ −

∑
k′∈Sj

Mp,n
ijk′

= QD,n
j ((i− 1)ln) +AD,n

j (iln)−AD,n
j ((i− 1)ln)−RD,n

j (iln) +RD,n
j ((i− 1)ln)−

∑
k′∈Sj

Mp,n
ijk′

= QD,n
j (iln−)−

∑
k′∈Sj

Mp,n
ijk′ .

Hence, we have that

QD,n
j (iln) = QD,n

j (iln−)−
∑

k′∈Sj\{k}

Mp,n
ijk′ −min(QD,n

j (iln−), QS,n
k (iln−)). (82)
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In a similar way, we obtain

QS,n
k (iln) = QS,n

k (iln−)−
∑
j′∈Dk

Mp,n
ij′k. (83)

By the last equations, we have that for each i ≥ 1 at least one of the two queue-lengths is zero. To
see this, note that if min(QD,n

j (iln−), QS,n
k (iln−)) = QD,n

j (iln−), thenMp,n
ijk′ = 0 for all k′ ̸= k and

hence QD,n
j (iln) = 0. If min(QD,n

j (iln−), QS,n
k (iln−)) = QS,n

k (iln−), then Mp,n
ijk = QS,n

k (iln−) and
henceMp,n

ij′k = 0 for j′ ̸= j. That is, QS,n
k (iln) = 0 and min(QD,n

j (iln), QS,n
k (iln)) = 0 for any i ≥ 1.

Further, by (80) and (81), we have that for large n,

Mp,n
ijk = min(QD,n

j (iln−), QS,n
k (iln−))

≤ min
(
QD,n

j ((i− 1)ln) + nlnλD
j ), Q

S,n
k ((i− 1)ln) + nlnλS

k

)
+ nlnδ.

(84)

Further, by the assumptions for the initial conditions, we have that
QD,n

j (0)

nln → 0 and
QS,n

k (0)

nln → 0 as

n→∞. That is, QD,n
j (0) ≤ nlnδ and QS,n

k (0) ≤ nlnδ. If λD
j = λS

k , then (84) yields

Mp,n
1jk ≤ min(QD,n

j (0), QS,n
k (0)) + nln(λD

j + δ) ≤ nln(λD
j + 2δ) = nln(m⋆

jk + 2δ)

and for i > 1,

Mp,n
ijk ≤ min(QD,n

j ((i− 1)ln), QS,n
k ((i− 1)ln)) + nln(λD

j + δ) ≤ nln(λD
j + δ) ≤ nln(m⋆

jk + 2δ),

because min(QD,n
j ((i − 1)ln), QS,n

k ((i − 1)ln)) = 0. Let λD
j < λS

k . We shall use induction in the

review period i to show that QD,n
j (iln−) ≤ QS,n

k (iln−) and QD,n
j (iln) = 0 for each i ≥ 1 and for

large enough n. We start by proving this for i = 1 (i.e., the �rst step of the induction). Replacing
i = 1 in (80) and (81), it follows that QD,n

j (ln−) ≤ nln(λD
j + 2δ) and QS,n

k (ln−) ≤ nln(λS
k + 2δ).

By the last inequalities, (78), (79), and observing that δ ≤ λS
k−λD

j

3 , we get

QD,n
j (ln−) ≤ nln(λD

j + 2δ) ≤ nln(λS
k − δ) ≤ QS,n

k (ln−),

and by (82), QD,n
j (ln) = 0. Replacing now i = 2 in (80), we obtain QD,n

j (2ln−) ≤ nln(λD
j + 2δ).

Using again (79) and (82), we have that

QD,n
j (2ln−) ≤ nln(λD

j + 2δ) ≤ nln(λS
k − δ) ≤ QS,n

k (2ln−)

and QD,n
j (2ln) = 0. Let now QD,n

j (zln−) ≤ QS,n
k (zln−) and QD,n

j (zln) = 0 for all 1 < z ≤ i for
some i > 1 be the hypothesis induction (for the induction in i). We shall show that the same
holds for the review period i+ 1 as well. Using exactly the same steps as above, we conclude that
QD,n

j ((i + 1)ln−) ≤ QS,n
k ((i + 1)ln−) and QD,n

j ((i + 1)ln) = 0. That is, by (84), we have that for
each i ≥ 1, (j, k) ∈ P0(m⋆), and large enough n,

Mp,n
ijk ≤ nln(λD

j + 2δ) ≤ nln(m⋆
jk + 2δ) (85)

and hence (77) holds.

55



Now, we make the hypothesis induction for the induction in priority sets. Assume that (77)
holds for (j, k) ∈ Pr(m⋆) for all r = 0, . . . , h − 1, with h < H + 1. We shall show (77) holds for h
as well. For (j, k) ∈ Ph(m⋆), by de�nition of the priority ordering, we have that

Mp,n
ijk = min

QD,n
j (iln−)−

∑
k′:(j,k′)∈Qh−1(m⋆)

Mp,n
ijk′ , Q

S,n
k (iln−)−

∑
j′:(j′,k)∈Qh−1(m⋆)

Mp,n
ij′k

 .

Without loss of generality assume that (j, k) makes node j tight. As in the �rst induction step, we
observe that node j can only be connected through edges (j, k′) /∈ Qh−1(m

⋆) such that mjk′ = 0
because otherwise (j, k) cannot be a priority arc. In other words, (j, k′) ∈ PH+1(m

⋆). Furthermore,
the optimal solution to the MP becomes

m⋆
jk = min

λD
j −

∑
k′:(j,k′)∈Qh−1(m⋆)

m⋆
jk′ , λ

S
k −

∑
j′:(j′,k)∈Qh−1(m′)

m⋆
j′k


= λD

j −
∑

k′:(j,k′)∈Qh−1(m⋆)

m⋆
jk′ .

By (77) and (78), we derive for large enough n and each i ≥ 1,

QD,n
j (iln−)−

∑
k′:(j,k′)∈Qh−1(m⋆)

Mp,n
ijk′ ≥ nln(λD

j − δ −
∑

k′:(j,k′)∈Qh−1(m⋆)

m⋆
jk′ −

h−1∑
z=0

2z+1δ)

≥ nln(λD
j −

∑
k′:(j,k′)∈Qh−1(m⋆)

m⋆
jk′ − (2h+1 − 1)δ),

(86)

where we use that
∑h−1

z=0 2
z+1 = 2h+1 − 2. In a similar way,

QS,n
k (iln−)−

∑
j′:(j′,k)∈Qh−1(m⋆)

Mp,n
ij′k ≥ nln(λS

k −
∑

j′:(j′,k)∈Qh−1(m⋆)

m⋆
j′k − (2h+1 − 1)δ). (87)

The last two inequalities yield a lower bound of the number of matches for each i ≥ 1,

Mp,n
ijk ≥ nln(m⋆

jk − (2h+1 − 1)δ) ≥ nln(m⋆
jk − 2h+1δ).

We now move in proving the opposite inequality. First observe that (80) and (81) continue to
hold. Using a similar way as in the �rst induction step, we obtain

QD,n
j (iln) = QD,n

j (iln−)−
∑

k′:(j,k′)∈Qh−1(m⋆)

Mp,n
ijk′ −M

p,n
ijk (88)

and
QS,n

k (iln) = QS,n
k (iln−)−

∑
j′:(j′,k)∈Qh−1(m⋆)

Mp,n
ij′k −M

p,n
ijk . (89)
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Further, by (88), (89), and the de�nition of the priority ordering, we have thatmin(QD,n
j (iln), QS,n

k (iln)) =
0 for any i ≥ 1. By (77), (80), and (81), we get the following inequality for large enough n,

Mp,n
ijk = min

(
QD,n

j (iln−)−
∑

k′:(j,k′)∈Qh−1(m⋆)

Mp,n
ijk′ , Q

S,n
k (iln−)−

∑
j′:(j′,k)∈Qh−1(m⋆)

Mp,n
ij′k

)

≤ min

(
QD,n

j ((i− 1)ln) + nln(λD
j + δ)− nln(

∑
k′:(j,k′)∈Qh−1(m⋆)

m⋆
jk′ − (2h+1 − 2)δ),

QS,n
k ((i− 1)ln) + nln(λS

k + δ)− nln(
∑

j′:(j′,k)∈Qh−1(m⋆)

m⋆
j′k − (2h+1 − 2)δ)

)

≤ min

(
QD,n

j ((i− 1)ln) + nln(λD
j −

∑
k′:(j,k′)∈Qh−1(m⋆)

m⋆
jk′),

QS,n
k ((i− 1)ln) + nln(λS

k −
∑

j′:(j′,k)∈Qh−1(m⋆)

m⋆
j′k)

)
+ nln(2h+1 − 1)δ.

(90)

If λD
j −

∑
k′:(j,k′)∈Qh−1(m⋆)m

⋆
jk′ = λS

k −
∑

j′:(j′,k)∈Qh−1(m⋆)m
⋆
j′k, then (90) and the assumptions for

the initial conditions yield

Mp,n
ijk ≤ min(QD,n

j ((i− 1)ln), QS,n
k ((i− 1)ln)) + nln(m⋆

jk + 2h+1δ) = nln(m⋆
jk + 2h+1δ).

Let λD
j −

∑
k′:(j,k′)∈Qh−1(m⋆)m

⋆
jk′ < λS

k −
∑

j′:(j′,k)∈Qh−1(m⋆)m
⋆
j′k. We shall use the same ideas as

in the �rst induction step to show the upper bound in (77). Assume that

QD,n
j (zln−)−

∑
k′:(j,k′)∈Qh−1(m⋆)

Mp,n
zjk′ ≤ QS,n

k (zln−)−
∑

j′:(j′,k)∈Qh−1(m⋆)

Mp,n
zj′k

and QD,n
j (zln) = 0 for all z ≤ i for some i > 1. By (77) for (j, k′) ∈ Qh−1(m

⋆), (80), and (87), and

observing that δ ≤
λS
k−

∑
j′:(j′,k)∈Qh−1(m

⋆) m
⋆
j′k−λD

j +
∑

k′:(j,k′)∈Qh−1(m
⋆) m

⋆
jk′

2h+1+1
, we have that

QD,n
j ((i+ 1)ln−)−

∑
k′:(j,k′)∈Qh−1(m⋆)

Mp,n
i+1jk′ ≤ nln(λD

j −
∑

k′:(j,k′)∈Qh−1(m⋆)

m⋆
jk′ + 2h+1δ)

≤ nln(λS
k −

∑
j′:(j′,k)∈Qh−1(m⋆)

m⋆
j′k − (2h+1 − 1)δ)

≤ QS,n
k ((i+ 1)ln−)−

∑
j′:(j′,k)∈Qh−1(m⋆)

Mp,n
i+1j′k,

and hence QD,n
j ((i+ 1)ln) = 0 by (88). That is, by (90) for each i ≥ 1, (j, k) ∈ Ph(m⋆), and large

enough n,
Mp,n

ijk ≤ nln(λD
j −

∑
k′:(j,k′)∈Qh−1(m⋆)

m⋆
jk′ + 2h+1δ) = nln(m⋆

jk + 2h+1δ) (91)

and hence (77) holds.
Last, it is clear from the previous steps that (77) holds for (j, k) ∈ PH+1(m

⋆) since Mp,n
ijk =

m⋆
jk = 0 for large n. That is, (77) holds for any (j, k) ∈ Ph(m⋆) with h = 0, . . . ,H + 1.
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A.4 Proofs for Section 7

Before we move to the main part of the proof of Theorem 6 and Proposition 4, we show some helpful
properties of the value of matching problem (35). For these proofs, let ej denote the jth unit vector
and e denote the vector of all ones.

Let v̄ := max(j,k)∈E(vjk). For two vectors x ∈ RJ and b ∈ RK , let m⋆
jk(x, b) be an optimal

solution to (35) if we replace λD and λS by x and b, respectively. De�ne the value of the matching
problem

F (x, b) :=
∑

(j,k)∈E

vjkm
⋆
jk(x, b).

Lemma A.3. Let λD ∈ RJ
+ and λS ∈ RK

+ . There exists a Lipschitz continuous mapping m⋆ :

RJ
+ × RK

+ → RJ
+ × RK

+ such that m⋆(λD,λS) is an optimal solution to (35)7.

Proof. We begin by observing that the feasible region of (35) is nonempty, closed, and convex.
The remainder of the proof follows by using the Lipschitz selection theorem (Aubin and Frankowska
1990, Theorem 9.4.3) and (Schrijver 1986, Theorem 10.5) exactly as in (Bassamboo et al. 2006,
Proposition 2).

Lemma A.4. The value of (35) is nondecreasing in each of its arguments and the following in-

equalities hold, for any α ≥ 0,

F (x+ αej , b)− F (x, b) ∈ [0, v̄JKCα], ∀j ∈ J,
F (x, b+ αek)− F (λD,λS) ∈ [0, v̄JKCα], ∀k ∈ K,

where the constant C is the Lipschitz constant in Lemma A.3.

Proof. Clearly, F (·, ·) is nondecreasing in each of its arguments by the de�nition of the MP. We
shall show that the rate of change is bounded. To this end, observe that by Lemma A.3 there exists
a Lipschitz continuous optimal solution to (35) such that

∥m⋆(x+ αej , b)−m⋆(x, b)∥∞ ≤ C ∥(x+ αej , b)− (x, b)∥∞ ≤ Cα.

The latter leads to ∣∣m⋆
jk(x+ αej , b)−m⋆

jk(x, b)
∣∣ ≤ Cα,

for any (j, k) ∈ E . Now, using the last inequality, we have that

0 ≤ F (x+ αej , b)− F (x, b) =
∑

(j,k)∈E

vjk(m
⋆
jk(x+ αej , b)−m⋆

jk(x, b))

≤
∑

(j,k)∈E

vjk
∣∣m⋆

jk(x+ αej , b)−m⋆
jk(x, b)

∣∣
≤ v̄JKCα.

The second inequality follows analogously. Note that both inequalities do not depend on the partic-
ular optimal solution m⋆(·, ·), that is Lipschitz continuous, as any solution achieves the same value.

7Lemma A.3 implies that there exists an optimal solution to (35) that is Lipschitz continuous. The later holds for
any norm ∥ · ∥ in RJ

+ × RK
+ as all norms in this space (and in general in any vector space with �nite dimension) are

equivalent. In the sequel, we freely use the norm that suits our approach.
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Lemma A.5. For any ϵ > 0, and any A ≥ x− ϵe and B ≥ b− ϵe,

F (A,B) ≥ F (x, b)− C1ϵ,

where C1 := (J +K)JKCv̄.

Proof. First, by a telescoping sum (and assuming an empty sum evaluates to zero), we observe
that

F (x, b)− F (x− ϵe, b− ϵe)

=
J∑

j=1

[
F (x− ϵ

j−1∑
s=1

es, b)− F (x− ϵ

j∑
s=1

es, b)
]
+

K∑
k=1

[
F (x− ϵe, b− ϵ

k−1∑
t=1

et)− F (x− ϵe, b− ϵ
k∑

t=1

et)
]

≤ (J +K)JKCv̄ϵ,

where the inequality follows from the upper bound of Lemma A.4 for each incremental change
in the objective value. Then, since the lower bound in Lemma A.4 implies F (·, ·) is monotone
nondecreasing, we have

F (A,B) ≥ F (x− ϵe, b− ϵe) ≥ F (x, b)− (J +K)JKCv̄ϵ,

completing the proof.
Proof of Lemma 3. Totally unimodular matrices with elements ail are characterized by Tamir
(1976) as those where every subset of rows R can be partitioned into two subsets, R1 ∪ R2 = R,
such that

∑
i∈R1

ail −
∑

i∈R2
ail ∈ {−1, 0, 1} for all columns l. The constraint matrix of (36) has a

row for each k ∈ K and each j ∈ J and a column for every variable yjk for (j, k) ∈ E . For a given
j ∈ J representing a row and (j′, k′) ∈ E representing a column, the corresponding element of the
constraint matrix is given by

a(j);(j′k′) =

{
1, j′ = j

0, j′ ̸= j
,

representing that only those yj′k′ with j′ = j are included in the sum for the constraint corresponding
to j. Similarly, for a given k ∈ K and (j′, k′) ∈ E , the corresponding constraint matrix element is

a(k);(j′k′) =

{
1, k′ = k

0, k′ ̸= k
.

Any subset of the rows of the constraint matrix corresponds to the union of some subsets of J and
K, i.e. J ′ ∪ K ′ where J ′ ⊆ J and K ′ ⊆ K. Therefore, given a subset of rows J ′ ∪ K ′, de�ne the
required partition as R1 = J ′ and R2 = K ′. Then, for a given variable yj′k′ ,

∑
j∈J ′

a(j);(j′k′) −
∑
k∈K′

a(k);(j′k′) =


−1, j′ /∈ J ′ and k′ ∈ K ′,

0, (j′ ∈ K ′ and k′ ∈ K ′) or (j′ /∈ J ′ and k /∈ K ′),

1, j′ ∈ J ′ and k′ /∈ K ′,

This completes the proof that the constraint matrix of (36) is totally unimodular. Then, by Tamir
(1976), if the right hand side constraints of (36) are integer valued, any optimal extreme point
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solution to (36) is also integer valued. A similar unimodularity property is proven in DeValve et al.
(2022).

Proof of Theorem 6. We �rst prove part (i), and then (ii).

Proof of (i): The assumption (38) and the fact that m⋆ is an optimal solution to (7) imply (39).

Proof of (ii): Let ϵ > 0 and α = lϵ
C1T

, where C1 is given in Lemma A.5. The same arguments to
show (74) and (75) in Theorem 4 show that we can choose large enough n, such that

1

nln

AD,n
j (iln)∑

m=AD,n
j ((i−1)ln)+1

1
{
rDjm ≤ ln

}
<

ϵ

C1T
(92)

and

1

nln

AS,n
k (iln)∑

m=AS,n
k ((i−1)ln)+1

1
{
rSkm ≤ ln

}
<

ϵ

C1T
. (93)

De�ne Ωn
4 the events such that (92) and (93) hold. In the sequel, we take a sample path ω ∈

Ωn
1 ∩ Ωn

2 ∩ Ωn
4 , where Ωn

1 and Ωn
2 are as de�ned in the proof of Theorem 4.

The next step is to show the following inequality for large enough n,

1

n
VMLP,n(t) ≥

∑
(j,k)∈E

vjkm
⋆
jkt− 2ϵ. (94)

Following similar steps as in proof of Theorem 4, we obtain for i ∈ {1, . . . , ⌊t/l⌋},

QD,n
j (iln−)
nln

≥ λD
j −

ϵ

C1t

and
QS,n

k (iln−)
nln

≥ λS
k −

ϵ

C1t
.

Applying now Lemma A.5, we have that for i ∈ {1, . . . , ⌊t/ln⌋},

F

(
QD,n(iln−)

nln
,
QS,n(iln−)

nln

)
≥ F (λD,λS)− ϵ

t
.

By the properties of linear programming, we have that F (·, ·) is homogenous of degree one. That
is,

F

(
QD,n(iln−)

nln
,
QS,n(iln−)

nln

)
=

1

nln
F
(
QD,n(iln−),QS,n(iln−)

)
.

Now observe that the optimization problem (36), which decides the matches for the LP-based policy,
and the MP (35) have the same objective function and the same constraint matrix, which is totally
unimodular by Lemma 3. This implies the well known fact that these programs have the same
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optimal value if they have the same right hand side constraints, and if these constraints are integer
valued (i.e., the objective value of the integer program (36) is equal to the objective value of its LP
relaxation (35); see for example (Papadimitriou and Steiglitz 1998, Theorem 13.2). Combining all
the above together, we derive

∑
(j,k)∈E

vjk
MLP,n

jk (t)

n
=

⌊t/ln⌋∑
i=1

F
(
QD,n(iln−),QS,n(iln−)

)
n

=

⌊t/ln⌋∑
i=1

lnF

(
QD,n(iln−)

nln
,
QS,n(iln−)

nln

)
≥ ln⌊t/ln⌋(F (λD,λS)− ϵ

t
)

≥ tF (λD,λS)− F (λD,λS)ln − ϵ.

By de�nition of F (·, ·) and for n such that n2/3 > F (λD,λS)l/ϵ, we have that

VMLP,n(t)

n
=

∑
(j,k)∈E

vjk
MLP,n

jk (t)

n
≥

∑
(j,k)∈E

vjkm
⋆
jkt− 2ϵ,

and hence (94) follows.
Finally, since both (94) and (39) hold for any sample path ω ∈ Ωn

1∩Ωn
2∩Ωn

4 and limn→∞ P (Ωn
1 ∩ Ωn

2 ∩ Ωn
4 ) =

1, letting ϵ→ 0 completes the proof.

Proof of Proposition 4. Without loss of generality assume that t = 1 otherwise �x a t > 0
and appropriately scale (35) by t. First, we note that the set of optimal solutions S is a closed set.
To see this observe that if it is not, then we can always increase one of the components of y⋆ and
achieve a better optimal value.

Fix a sample path such that Theorem 6 holds. First, observe that for all j ∈ J and k ∈ K,
we have that MLP,n(1)

n ≤ AD,n(1)
n and AD,n(1)

n → λD almost surely. In other words, MLP,n(1)
n is

a bounded sequence in RJ×K . Now, by Bolzano�Weierstrass theorem there exists a convergent

subsequence, which we denote by MLP,nl (1)
nl

, such that MLP,nl (1)
nl

→ x. If for all such convergent
subsequences the subsequential limits lie in the closed set S (i.e., x ∈ S), then the proof follows.

So we proceed by contradiction: assume there exists a convergent subsequence such that MLP,nl (1)
nl

→
x /∈ S. Then, note that by the admissibility of the LP-based policy any limit should be feasible
to (35). To see this, observe that for all j ∈ J and k ∈ K the following hold almost surely by the
nonnegativity of the queue-lengths∑

k∈Sj

MLP,nl
jk (1)

nl
≤

AD,nl
j (1)

nl
and

∑
j∈Dk

MLP,nl
jk (1)

nl
≤

AS,nl
k (1)

nl
,

and by law of large numbers limnl→∞
A

D,nl
j (1)

nl
= λD

j , limnl→∞
A

S,nl
k (1)

nl
= λS

k . Now, we have that∑
(j,k)∈E

vjk
MLP,nl

jk (1)

nl
→

∑
(j,k)∈E

vjkxjk,
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and by Theorem 6
∑

(j,k)∈E vjkxjk =
∑

(j,k)∈E vjkm
⋆
jk. In other words, the vectors x and m⋆ achieve

the same optimal value of (35) and so x is an optimal solution to (35). On the other hand, x /∈ S
which yields a contradiction.

B Exact calculations of the mean queue-lengths in Figure 4b

For convenience in the notation of this appendix, we let λ = λD denote the demand arrival rate,
and µ = λS denote the supply arrival rate. Let X(∞) be a Markov chain with transition rates are
shown in Figure 4b.
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Figure 12: Transition rates of the Markov chain.

Its probability distribution π(·) is the (unique) solution of the balance equations that are written
as follows: for x > 0

(λ+ µ+ xθ)π(x) = λπ(x− 1) + (µ+ (x+ 1)θ)π(x+ 1),

(λ+ µ+ xθ)π(−x) = µπ(−x+ 1) + (λ+ (x+ 1)θ)π(−x− 1),

and x = 0,
(λ+ µ)π(0) = (λ+ θ)π(−1) + (µ+ θ)π(1).

The solution to the balance equations in given by

π(x) =


λx∏x

j=1(µ+jθ)
π(0) if x > 0,

µ−x∏−x
j=1(λ+jθ)

π(0) if x < 0,
(95)

where

π(0) =

(
1 +

∞∑
x=1

λx∏x
j=1(µ+ jθ)

+
∞∑
x=1

µx∏x
j=1(λ+ jθ)

)−1

.

To see this, observe that for x > 0,

λπ(x− 1) + (µ+ (x+ 1)θ)π(x+ 1) =

(
λ

λx−1∏x−1
j=1 (µ+ jθ)

+ (µ+ (x+ 1)θ)
λx+1∏x+1

j=1 (µ+ jθ)

)
π(0)

=

(
(µ+ xθ)

λx∏x
j=1(µ+ jθ)

+ λ
λx∏x

j=1(µ+ jθ)

)
π(0)

= (λ+ µ+ xθ)π(x).
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In a similar way, for x > 0 we have that

µπ(−x+ 1) + (λ+ (x+ 1)θ)π(−x− 1) =

(
µ

µx−1∏x−1
j=1 (λ+ jθ)

+ (λ+ (x+ 1)θ)
µx+1∏x+1

j=1 (λ+ jθ)

)
π(0)

=

(
(λ+ xθ)

µx∏x
j=1(λ+ jθ)

+ µ
µx∏x

j=1(λ+ jθ)

)
π(0)

= (λ+ µ+ xθ)π(−x).

Last, we have that

(λ+ θ)π(−1) + (µ+ θ)π(1) =

(
(λ+ θ)

µ

λ+ θ
+ (λ+ θ)

λ

µ+ θ

)
π(0)

= (λ+ µ)π(0).

In other words, (95) satis�es the balance equations. Now, adapting Ward and Glynn (2003), we
derive the following formulas

x∏
j=1

(µ+ jθ) =
1

µ

x∏
j=0

(µ+ jθ) =
θx+1Γ(µθ + x+ 1)

µΓ(µθ )
,

x∏
j=1

(λ+ jθ) =
1

λ

x∏
j=0

(λ+ jθ) =
θx+1Γ(λθ + x+ 1)

λΓ(λθ )
,

∞∑
x=1

λx∏x
j=1(µ+ jθ)

= γ

(
λ

θ
,
µ

θ

)(
λ

θ

)−µ/θ µ

θ
eλ/θ − 1,

∞∑
x=1

µx∏x
j=1(λ+ jθ)

= γ

(
µ

θ
,
λ

θ

)(µ
θ

)−λ/θ λ

θ
eµ/θ − 1,

where γ(x, y) :=
∫ x
0 ty−1e−tdt and Γ(y) := γ(∞, y). The �rst two equations follow directly by Ward

and Glynn (2003). We show the third equation and the forth one follows by symmetry. By the
power series expansion of the incomplete gamma function we have that

γ

(
λ

θ
,
µ

θ

)
=

(
λ

θ

)µ/θ

e−λ/θ
∞∑
x=0

(λ/θ)x∏x
j=0(µ/θ + j)

=

(
λ

θ

)µ/θ

e−λ/θ
∞∑
x=0

λxθ∏x
j=0(µ+ jθ)

=

(
λ

θ

)µ/θ

e−λ/θ θ

µ

∞∑
x=0

λx∏x
j=1(µ+ jθ)

=

(
λ

θ

)µ/θ

e−λ/θ θ

µ

( ∞∑
x=1

λx∏x
j=1(µ+ jθ)

+ 1

)
,

where we de�ne an empty product to be one.
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Let πn(·) denote the distribution of Xn(∞) with rates nλ and nµ. The means of X+,n(∞)
n and

X−,n(∞)
n are given by the following expressions

1

n
E
[
X+,n(∞)

]
=

1

n

∞∑
x=−∞

max(x, 0)πn(x) =
1

n

∞∑
x=1

x
(nλ)x∏x

j=1(nµ+ jθ)
πn(0)

=
µ

θ
Γ
(nµ

θ

)
πn(0)

∞∑
x=1

x
(nλ/θ)x

Γ
(nµ

θ + x+ 1
)

and

1

n
E
[
X−,n(∞)

]
=

λ

θ
Γ

(
nλ

θ

)
πn(0)

∞∑
x=1

x
(nµ/θ)x

Γ
(
nλ
θ + x+ 1

) ,
where

πn(0) =

(
γ

(
nλ

θ
,
nµ

θ

)(
nλ

θ

)−nµ/θ nµ

θ
enλ/θ + γ

(
nµ

θ
,
nλ

θ

)(nµ
θ

)−nλ/θ nλ

θ
enµ/θ − 1

)−1

.

When µ/θ := a ∈ N and λ/θ := b ∈ N, we have that

∞∑
x=1

x
(nµ/θ)x

Γ
(
nλ
θ + x+ 1

) =
b−ann−an+1

(
−aebnγ(an+ 1, bn) + bbnebnγ(an+ 1, bn) + ban+1nan

)
(an)!

.

In the special case where λ = µ = θ, by observing that Γ (n) = (n−1)! and
∑∞

x=1 x
nx

Γ(n+x+1) =
1

(n−1)! ,
the above expressions can be simpli�ed further as follows

1

n
E
[
X+,n(∞)

]
=

1

n
E
[
X−,n(∞)

]
= (n− 1)!πn(0)

∞∑
x=1

xnx

(n+ x)!
= πn(0),

where πn(0) =
(
2γ (n, n)n−n+1en − 1

)−1
and γ(x, n) :=

∫ x
0 tn−1e−tdt = (n−1)!

(
1− e−x

∑n−1
k=0

xk

k!

)
.

Moreover, the mean queue-lengths are exactly 1
nE
[
QD,n(∞)

]
= 1

nE [X+,n(∞)] and 1
nE
[
QS,n(∞)

]
=

1
nE [X−,n(∞)] .
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