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Abstract. Preferences elicited in hypothetical settings have recently come under scrutiny, causing
estimates from the contingent valuation method to be challenged due to perceived “hypothetical
bias.” Given that the received literature derives value estimates using heterogeneous experimental
techniques, understanding the effects of important design parameters on the magnitude of hypothet-
ical bias is invaluable. In this paper, we address this issue statistically by using a meta-analysis to
examine data from 29 experimental studies. Our empirical findings suggest that on average subjects
overstate their preferences by a factor of about 3 in hypothetical settings, and that the degree of over-
revelation is influenced by the distinction between willingness-to-pay and willingness-to-accept,
public versus private goods, and several elicitation methods.
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1. Introduction

Understanding why people misstate their actual preferences for a good when
asked a hypothetical question remains an important issue in nonmarket valuation.
While biases have been observed in both directions, much work in this literature
suggests that people tend to overstate their actual willingness to pay in hypothetical
situations.1 In response, the National Oceanic and Atmospheric Administration’s
(NOAA) blue-ribbon panel composed of hall-of-fame economists, such as Kenneth
Arrow and Robert Solow, recommended that hypothetical bids be deflated using a
“divide by 2” rule unless these bids can be calibrated using actual market data
(NOAA 1994, 1996). The NOAA rule has triggered a search for a calibration func-
tion to correct systematic bias between intentions and actions in valuation exercises
(e.g., Blackburn et al. 1994; Hofler and List 2000). Although a fair amount of
literature has resulted, the calibration procedure is not universally accepted. For
example, one calibration critic eloquently states that: “[t]he calibration issue, it
seems to me, is an audacious attempt to promote a Kuhnian paradigm shift . . . I
would argue vigorously that the essential premise is unproven and the question is
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therefore premature and presumptuous. The proposed new calibration paradigm is
at this moment merely a rambunctious challenger to the dominant external valida-
tion paradigm” (Randall 1996, p. 200). We interpret this statement as a call for
a more thorough examination of the technical aspects that influence the reported
calibration functions in the literature.

In this paper, we make this next step not by running a new field or laboratory
experiment, but by using a meta-analysis. A primary advantage of using a meta-
analysis is that it allows us to take a step back from the burgeoning literature
to determine whether important experimental parameters systematically affect
the relationship between hypothetical and actual responses. While this statistical
approach has been used in the past to uncover relationships ranging from the
proper determinants of gasoline demand (Espey 1998) to estimating the effects
of environmental regulations on new firm location patterns (Jeppessen et al. 2001),
it is particularly useful for a controversial issue such as comparing hypothetical
and actual reported valuations since a wide array of methodologies has been used
to gather data.

Our data set is comprised of 174 observations collected from 29 experimental
studies. The data have quite a broad range: from willingness to pay estimates for
a Cal Ripken Jr. baseball card at a sportscard show to compensation demanded
for a Wisconsin goose license. Our primary line of inquiry will provide evidence
pertaining to the effects of various experimental protocol on the observed calibra-
tion factors. For example, amongst other important issues, we provide insights into
the following questions: 1) Does hypothetical bias exist in the typical contingent
valuation exercise? If so, what is the magnitude of the bias? 2) Does the distinction
between willingness-to-pay (WTP) and willingness-to-accept (WTA) measures of
value significantly influence the hypothetical/actual ratio? 3) Do various elicita-
tion methods, such as dichotomous choice, Vickrey 2nd price auction, or random
nth price auction, affect the calibration factor? 4) Do within-subject experiments
provide larger calibration factors than between-subject experiments? 5) Do labora-
tory and field experiments yield similar calibration functions? 6) Do public goods
tend to have larger calibration factors than private goods?

The remainder of our study is crafted as follows. The next section sets the stage
with a broad review of the calibration literature. Section 3 presents out reduced-
form empirical model, while the estimation results are discussed in Section 4. The
paper concludes with a summary in Section 5.

2. Previous Work

In an effort to include as many studies as possible, we made the pragmatic choice
to focus on studies that explicitly include discussion of experimental design vari-
ables that are commonly believed to affect stated preferences. This procedure
allows us to include a significant amount of the literature in our meta-analysis
without compromising significantly the character of the empirical model. Although
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our review is broad, a significant growth in the literature in the past few years
makes our attempt to provide a summary of the studies as merely representative
of the overall body of knowledge.2 Our final tally includes 29 studies that provide
174 total observations across both hypothetical and actual valuations.3 Important
methodological features across these studies include the setting of the experiment
(laboratory, field, or both), type of good (public or private), type of comparison
(within- or between-person study), and elicitation method (open-ended, Vickrey
2nd price auction, dichotomous choice, first price sealed bid auction, random nth
price auction, provision point mechanism, Smith auction, or Becker, Degroot, and
Marschak (BDM)).

Table I provides an overview of the features of each study, as well as the
calibration factors (mean hypothetical divided by mean actual) reported in each
study. Before proceeding, it is worthwhile to mention a few important character-
istics inherent in our study. First, we refer to “hypothetical bias” as the difference
between hypothetical and actual statements of value, where actual statements of
value are obtained from experiments with real economic commitments. As such,
we are assuming that the cash-based estimates are unbiased. While most of the
studies in the literature use incentive compatible mechanisms to obtain value
estimates, some studies use non-incentive compatible institutions (e.g., an open-
ended survey), perhaps leading our baseline (cash-based estimates) to be biased.
To control for this potential nuance, we include regressors in our empirical model
that allow a robust comparison within and across elicitation mechanisms. Second,
note that for several of the studies a range of calibration factors is provided because
the authors report more than one estimate. In these cases, for efficiency purposes,
we make use of the entire spectrum of information by running different sets of
regressions, as described below.

The top panel of Table I shows a chronological ordering of WTP studies
that report hypothetical and actual statements. The research appears to have
commenced with Bohm’s (1972) seminal experimental lab study which compared
bids in hypothetical and actual experimental markets that elicited subjects’ stated
value to sneak preview a Swedish television show. Given that reported calibration
factors tend to exceed 1, Bohm’s (1972) results suggest that people moderately
overstate their actual values when asked a hypothetical question. Subsequent lab
research has generally supported Bohm’s findings (e.g., Bishop and Heberlein
1979; Neill et al. 1994; Fox et al. 1998; List and Shogren 1998a, b; Balistreri et al.
1998).

Exceptions to this upward bias can be found in numerous studies (e.g., Sinden
1988; Johannesson et al. 1998), but the average person seems to exaggerate his
or her actual WTP across a broad spectrum of goods with vastly different exper-
imental protocol. For instance, average hypothetical bids for baseball cards were
nearly 3.5 times larger than associated actual bids, which is in the range of calibra-
tion factors observed for irradiated/non-irradiated pork and water color paintings
and maps (see List and Shogren 1998a; Fox et al. 1998; Neill et al. 1994). Overall,
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Table I. Summary of studies.

Type of Type of Type of Type of Calibration

Study Year experiment good comparison elicitation factora

Willingness-to-pay:

Bohm 1972 Laboratory Private Within group Open-ended 1.00

1.16

1.16

1.34

Bishop and Heberlein 1979 Field Private Between group Dichotomous 0.30–1.60

Bishop and Heberlein 1986 Field Private Between group Open-ended 1.30–2.30

Dichotomous 0.80

Brookshire and Coursey 1987 Field and lab Public Between group Smith 2.00

1.85

Dickie et al. 1987 Field Private Between group Dichotomous 1.00

Coursey et al. 1987 Laboratory Private Between group Vickrey 1.00

Sinden et al. 1988 Laboratory Public Within group Open-ended 0.80–1.50

Kealy et al. 1988 Laboratory Private Between group Dichotomous 1.40

Public Within group 1.00–2.00

Seip and Strand 1992 Field Public Within group Dichotomous 10.30

Navrud 1992 Field Private Within group Dichotomous 3.20

Public 1.60–2.10

Boyce et al. 1992 Field and lab Private Between group BDM 1.50

2.10

0.90

McClelland et al. 1993 Laboratory Private Between group Vickrey 2.20

0.80

Neill et al. 1994 Laboratory Private Between group Open-ended 3.1–25.1

Loomis et al. 1996 Laboratory Private Between group Open-ended 1.80–2.90

Within group Dichotomous 2.00–3.60

Brown et al. 1996 Field Public Between group Open-ended 4.10

Dichotomous 6.50

Frykblom 1997 Laboratory Private Between group Dichotomous 1.50

Loomis et al. 1997 Laboratory Private Between group Open-ended 1.86

Dichotomous 2.54–3.00

Spencer et al. 1998 Laboratory Public Between group provision pt. 4.67

4.66

List and Shogren 1998a Field Private Within group Vickrey 2.54

3.47

2.19

Fox et al. 1998 Laboratory Private Between group Vickrey 1.20

Within group 1.50

Balistreri et al. 1998 Laboratory Private Between group open-ended 1.25

Dichotomous 1.54

Dichotomous 0.58
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Table I. Continued.

Type of Type of Type of Type of Calibration

Study Year experiment good comparison elicitation factora

Johannesson et al. 1998 Laboratory Private Between group Dichotomous 1.18

Between group 0.80

Within group 1.29

Within group 0.88

Frykblom 2000 Laboratory Private Between group Vickrey 1.33

Willingess-to-accept:

Bishop et al. 1983 Field Private Between group Dichotomous 1.60

Coursey et al. 1987 Laboratory Private Between group Vickrey 2.00

Brookshire and Coursey 1987 Field and lab Public Between group Smith 28.20

25.79

Bishop and Heberlein 1990 Field Private Between group Sealed bid 0.70

Dichotomous 2.74

Smith and Mansfield 1998 Field Private Between group Dichotomous 1.00

List and Shogren 1998b Laboratory Private Within group Random price 1.42

List and Shogren 1999 Laboratory Private Within group Random price 0.70–1.66

aCalibration factor is calculated as mean hypothetical/mean actual.

the calibration factors are in the range of calibration factors, 1.0 to 10.0, observed
in earlier work (Diamond and Hausman 1994), and reinforce the argument that
people tend to overstate their actual WTP when confronted with a hypothetical
valuation question.

Interestingly, researchers have spent much less energy on understanding
the relationship between real and hypothetical compensation demanded (WTA)
measures of value. The bottom panel of Table I reveals that empirical evidence
from this relatively small lot of studies is mixed. List and Shogren (1999) calibrate
real and hypothetical WTA estimates elicited for consumer goods in a multi-unit,
random nth-price auction. Using a within-subject experimental design, they find
that people understated their real willingness to accept in the hypothetical regimes.
Bishop and colleagues found that Wisconsin goose hunters’ overstated their actual
WTA to sell goose-licenses, whereas deer hunters’ in a sealed-bid auction under-
stated their actual WTA to sell deer-permits. Smith and Mansfield’s (1998) field
experimental results suggest that real and hypothetical WTA statements for the
opportunity to spend time in a second set of interviews on an undisclosed topic are
statistically equivalent. As one can readily see, experimental results from the WTA
literature are literally all over the map.

The underlying story in Table I is that hypothetical bias appears to exist in
contingent valuation exercises across a broad spectrum of goods. Furthermore, the
raw data in Table I imply that the relationship between real and hypothetical stated
values may be specific to important experimental protocol, and that attempts to
bridge the gap statistically might be futile unless we understand the experimental
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factors that cause these discrepancies. Yet, one important issue that perusal of
Table I cannot resolve is the extent and manner in which each of the individual
experimental design parameters influences the actual/hypothetical relationship.

3. Empirical Model

To obtain information on the important factors that influence the magnitude of
reported hypothetical bias, we estimate the following reduced-form model:

CF = X′β + u, (1)

where CF is the natural logarithm of the calibration factor (mean hypothetical value
divided by the mean actual value); X is a nonstochastic n by m matrix with rank m,
where the m regressors are experimental design variables that are common to the
broad range of studies.4 Regressors in X include: X1 = 1 if laboratory is strictly
used, 0 otherwise;5 X2 = 1 if WTP study, 0 if WTA study; X3 = 1 if good is
private, 0 if good is public; X4 = 1 if comparison is within-group, 0 if comparison
is between group; X5 = 1 if elicitation method is open-ended, 0 otherwise; X6 =
1 if elicitation method is first price sealed bid, 0 otherwise; X7 = 1 if elicitation
method is provision point mechanism, 0 otherwise; X8 = 1 if elicitation method
is Smith auction, 0 otherwise; X9 = 1 if elicitation method is random nth price
auction, 0 otherwise; X10 = 1 if elicitation method is BDM, 0 otherwise; and X11 =
1 if elicitation method is dichotomous choice, 0 otherwise. µ is the well-behaved
error team.

A few aspects of equation (1) merit further consideration. First, given that
several studies report a range for the calibration factor, we use three different
regressand constructs, coinciding with the minimum, median, and maximum values
of the calibration factor reported. Interestingly, sample means within these three
categories are 2.79, 3.05, and 3.31. In general, these sample statistics suggest
that important discrepancies exist across hypothetical and actual statements – on
average subjects overstate their preferences by a factor of about 3 in hypothet-
ical exercises. In addition, the discrepancy between the minimum and maximum
reported calibration factors is relatively small. Second, setting each of the dichoto-
mous regressors to zero yields the base-case scenario. Accordingly, as a point of
reference, the base case consists of a between-sample (field or lab and field) WTA
study of a public good that uses a Vickrey 2nd price auction to elicit individual
valuations. Third, other regressors could have also been included in X, but given
that our focus pertains to important experimental protocol, we chose to examine
the design parameters reported in the majority of published studies. This procedure
allows a much broader analysis while not significantly compromising the generality
of our results.
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Table II. Empirical results.a

Estimated coefficients

Variable Minimum Median Maximum

Laboratory (X1) −0.27 (0.22) −0.32 (0.23) −0.34 (0.24)

Willingness-to-pay (X2) −0.75 (0.32)∗∗ −0.65 (0.33)∗∗ −0.61 (0.35)∗
Private good (X3) −0.62 (0.29)∗∗ −0.64 (0.30)∗∗ −0.68 (0.32)∗∗
Within group (X4) 0.08 (0.21) −0.01 (0.22) −0.04 (0.23)

Type of elicitation:

Open-ended (X5) −0.09 (0.27) 0.15 (0.28) 0.28 (0.29)

First price sealed bid (X6) −1.71 (0.73)∗∗ −1.70 (0.75)∗∗ −1.69 (0.79)∗∗
Provision point (X7) 0.58 (0.59) 0.54 (0.61) 0.49 (0.64)

Smith auction (X8) 0.38 (0.51) 0.32 (0.53) 0.28 (0.56)

Random price auction (X9) −1.18 (0.61)∗ −0.76 (0.63) −0.52 (0.66)

Becker, Degroot, and Marschak (X10) −0.26 (0.45) −0.34 (0.47) −0.37 (0.50)

Dichotomous choice (X11) −0.36 (0.24) −0.30 (0.25) −0.26 (0.26)

Constant 1.97 (0.47)∗∗ 1.98 (0.49)∗∗ 2.01 (0.51)∗∗∗

Sample size 58 58 58

R-squared 0.50 0.46 0.43

F 4.10 3.56 3.17

aThe natural log of calibration factor is the dependent variable. Given that a range is often
reported for the calibration factor, results for three constructions (using the minimum, median,
and maximum values) of the dependent variable are reported. Standard errors are provided in
parentheses to the right of the estimated coefficients. The F-statistic for testing the significance
of the overall model is provided at the bottom of the table.
∗Significant at the 10% level.
∗∗Significant at the 5% level.
∗∗∗Significant at the 1% level.

4. Estimation Results

Estimation results of equation (1), which are reported in Table II, show that all three
of the estimated model types are significant at conventional levels via an F-test
(F = 4.1, 3.56, and 3.17 for the minimum, median, and maximum models).6 The
minimum and median empirical specifications explain 50 percent and 46 percent
of the variation in the regressand, whereas the maximum model type explains 43
percent of the variation.

Several interesting results emerge from an examination of the individual esti-
mated coefficients. First, although each of the estimated models as a whole is
significant, significance of the individual estimates coefficients is rare. Yet, one
result that is robust across the three models is the significance of the coeffi-
cient estimates of the dichotomous regressors for willingness-to-pay and private
good. For the former regressor, the coefficient estimate is consistently negative,
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suggesting that, ceteris paribus, the calibration factor obtained from a WTP study
will be lower than a comparable calibration factor from a WTA study. This makes
sense, as most subjects should be more apt to correctly state their true preferences
when performing a familiar hypothetical task (WTP) rather than an unfamiliar one
(WTA) (see, e.g., Cummings et al. 1986). Similar reasoning can be used to explain
the negative coefficient estimate associated with private goods. Since most subjects
are more comfortable valuing goods they commonly purchase, they may make less
errors in valuing these types of goods than valuing public goods, which they may
have little valuation experience.7

Referring to the elicitation method variables, based on F-tests of the joint
significance of the elicitation variables, we find that elicitation technique matters.
In particular, except for the median model, the F-statistics pertaining to elicita-
tion are significant at the p < 0.10 level (i.e., F = 2.10 (minimum), F = 1.70
(median), and F = 2.40 (maximum)). Furthermore, with respect to the individual
effects, comparing elicitation methods yields interesting results. However, since
the significance of the estimated coefficients of the elicitation method variables
is interpreted relative to the baseline, one needs to be careful with such interpre-
tation. Accordingly, to gauge pair-wise differences in calibration factors across all
elicitations, while controlling for modeling technique, we perform a series of t-tests
allowing for different baseline comparisons. Empirical results indicate that calibra-
tion factors differ across several elicitation methods. For example, the following
results hold for the minimum model: (i) calibration factors obtained Vickrey 2nd
price auctions (current baseline) are greater than calibration factors from from
random nth price auctions (t = −1.94) and first price sealed bid auctions (t =
−2.36); (ii) first-price sealed bid auctions yield lower calibration factors than open-
ended elicitation schemes (t = −2.19), provision point mechanisms (t = −2.55),
dichotomous choice institutions (t = −1.91), Smith auctions (t = −2.68), and the
BDM method (t = −1.81); (iii) random nth price auctions yield lower calibration
factors than open-ended mechanisms (t = −1.79), provision point mechanisms (t =
− 2.15), and Smith auctions (t = −2.12); and (iv) calibration factors for dichoto-
mous choice questions are lower than factors from the provision point mechanism
(t = −1.72) and Smith auctions (t = −1.66).8

While the remaining individual coefficient estimates are not significantly
different from zero at conventional levels, they do provide interesting insights. For
example, the data suggest that the calibration factor is not affected by whether
the experiment takes place in the lab or field. This finding is encouraging since
it provides evidence that nuances such as subject pools, social distance, and
subtleties associated with the laboratory setting may not compromise the generality
of the empirical findings. In addition, there has been some discussion pertaining
to the use of between-subject versus within-subject experimental designs (see,
e.g., Cummings et al. 1995). We find that calibration factors are not significantly
different between the two treatment types, and therefore we tentatively recom-
mend use of within-sample experiments. We have not found any prior evidence
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Table III. Empirical results.3

Estimated coefficients

Variable Minimum Median Maximum

Laboratory (X1) −0.39 (0.19)∗ −0.28 (0.22) −0.30 (0.23)

Willingness-to-pay (X2) −0.51 (0.28)∗ −0.56 (0.32)∗ −0.53 (0.33)

Private good (X3) −0.48 (0.26)∗ −0.56 (0.29)∗ −0.61 (0.31)∗
Within group (X4) −0.04 (0.18) −0.06 (0.21) −0.09 (0.22)

Type of elicitation:

Open-ended (X5) −0.06 (0.23) 0.12 (0.27) 0.25 (0.28)

First price sealed bid (X6) −0.95 (0.64) −0.93 (0.72) −0.91 (0.76)

Provision point (X7) 0.65 (0.52) 0.54 (0.59) 0.49 (0.62)

Smith auction (X8) 0.44 (0.45) 0.41 (0.51) 0.36 (0.54)

Random price auction (X9) −0.53 (0.53) −0.68 (0.60) −0.46 (0.64)

Becker, Degroot, and Marschak (X10) −0.38 (0.40) −0.31 (0.45) −0.33 (0.48)

Dichotomous choice (X11) −0.18 (0.21) −0.20 (0.24) −0.17 (0.25)

Constant 1.79 (0.41)∗∗∗ 1.84 (0.47)∗∗∗ 1.88 (0.49)∗∗∗

Sample size 58 58 58

R-squared 0.50 0.43 0.40

F 4.15 3.11 2.74

aThe absolute value of the natural log of the calibration factor is the dependent variable. Given
that a range is often reported for the calibration factor, results for three constructions (using the
minimum, median, and maximum values) of the dependent variable are reported. Standard errors
are provided in parentheses to the right of the estimated coefficients. The F-statistic for testing the
significance of the overall model is provided at the bottom of the table.

suggesting that between-sample procedures are preferred, and therefore we believe
that within-sample designs are appropriate because they have a unique advantage in
that the researcher can control for potentially important individual-specific effects
in the statistical analysis.

Although most of the reported calibration factors in Table I exceed one, several
are less than one. If the goal is to gauge the degree of hypothetical bias, whether it
is positive or negative, interpreting the results in Table II can be cumbersome. For
example, depending on the calibration factor’s relationship to one (no bias), taking
the natural logarithm will result in both negative and positive regressand values.
Accordingly, a negative coefficient estimate of a regressor can be interpreted as
a factor causing a movement of the calibration factor towards or away from the
point of zero bias. To control for this nuance, in Table III we report results from
the estimation of equation (1) where the dependent variable is the absolute value of
the natural log of the calibration factor. A positive (negative) coefficient estimate,
therefore, implies that the respective regressor causes a greater (lesser) departure
of the calibration factor from unity, or the no bias point.
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Results in Table III again suggest there is some evidence that the disparity
between hypothetical and actual statements is a function of whether the respondent
is providing WTA or WTP values. In both the minimum and median empirical
models, negative coefficient estimates, which are both significant at the p < 0.10
level, imply that responses in WTP settings tend to correspond with actual WTP
values more closely then hypothetical WTA values track actual WTA stated values.
Empirical results measuring differences across public and private goods also are
in accord with the results in Table II: hypothetical bias is considerably less for
private goods compared to public goods. This result is consonant with the intuition
provided above concerning the valuation of goods and services within familiar
contexts.

Considering elicitation mechanisms, although the disparity is not sensitive to
elicitation methods relative to the base case of Vickrey 2nd price auctions, when
other baselines are used we do find significant differences in elicitation. For
example, with respect to the minimum model, we find differences between the
degree of bias across provision point mechanisms and dichotomous choice ques-
tions, values obtained from the BDM approach, random nth price auctions, and
sealed bid auctions. Also, sealed bid auctions and Smith auctions yield significantly
different calibration factors.

We should also note that we also estimated all of the models in Table II and
III using a linear, rather than a logarithmic, regressand. These empirical estimates,
which are available upon request, are never qualitatively different from parameter
estimates presented in Tables II and III.9 Yet the linear models tend to perform
better than the logarithmic models in terms of: i) overall fit of the regression model
and ii) joint significance of the elicitation variables. As such, in summarizing the
empirical results, we believe that overall they suggest: (i) use of laboratory or field
experiments do not systematically affect calibration factors (although the coeffi-
cient of the lab dummy variable is slightly significant in the minimum model of
Table III); (ii) provide goods yield lower calibration factors than public goods; (iii)
many of the theoretically incentive-compatible elicitation techniques do affect the
calibration factor, suggesting that some methods induce more truthful responses
than others; (iv) in terms of truthful revelation, our general results tend to support
recommendations from CVM experts, who argue that WTP rather than WTA is the
preferred valuation procedure (see, e.g., Cummings et al. 1986). Finally, in light
of the most commonly used techniques from Table I (i.e., laboratory, WTP, private
good, between group, and dichotomous), using the results in Table II the predicted
calibration factors for the most prevalent type of study are 1.26 (minimum), 1.28
(median), and 1.30 (maximum), which suggests that the most common type of
WTP study will tend to produce a slightly (upward) biased estimate of the actual
value when obtaining a hypothetical statement of value.
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5. Concluding Comments

Given that nonmarket valuation remains one of the most controversial issues in
environmental economics, understanding the factors that cause disparities between
hypothetical and actual reported valuations is invaluable. This paper provides a
review of the laboratory and field evidence on the gap between intentions and
actions and examines whether a systematic statistical relationship exists between
words and deeds. Evidence from our meta-analysis suggests that certain exper-
imental protocol influence deviations in hypothetical and actual statements. For
example, willingness to pay studies yield smaller hypothetical-to-actual ratios than
willingness to accept studies. In addition, we find that certain elicitation methods
induce disparities between hypothetical and actual statements.

More research is necessary. Undeniably, our results should only be considered a
first attempt at quantifying the various experimental methods that may affect hypo-
thetical bias. Given the small sample size for certain elicitation techniques, we view
it inappropriate to debate the merits of the various elicitation methods based on our
results alone. At this early stage in the debate, we are comfortable with arguing that
our results suggest that experimental procedures affect reported calibration func-
tions in meaningful ways, and any calibration exercise that seeks reliability will
need to understand the important experimental protocol which induce biases. We
hope that our empirical results will lead to discoveries of more robust calibration
functions.
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Notes

1. See, for example, Bohm (1972), Bishop and Heberlein (1979), Neill et al. (1994), Fox et al.
(1998), and List and Shogren (1998a).

2. Since our focus is on economic comparisons between hypothetical and actual behavior within
the context of valuation, we avoid discussion of other bodies of literature that compare behavior
across hypothetical/actual regimes, such as risk-taking studies. Also, given that our main focus
pertains to mean calibration factors (i.e., mean hypothetical/mean actual), studies that do not
report both estimates are excluded (e.g., Cummings et al. 1995, 1997). We also do not include
recent “cheap talk” studies (e.g., List 2001).

3. The literature review extends List and Shogren (1999) and Foster et al. (1997).
4. Regressions were performed with the non-transformed calibration factor as the dependent vari-

able, with the signs of the estimates coefficients similar to those reported for the semi-log
version.

5. Since studies vary according to whether results are obtained in a lab, field, or a combination of
lab and field, ideally we would like to have two dummy variables in the model to account for
these three possibilities. Unfortunately, this treatment results in a violation of the rank condition.
Accordingly, to bypass this problem, we let X1 equal one for studies that obtain calibration
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factors strictly in the lab, while X1 equal to zero refers to studies that use a field or a field and
lab combination.

6. Each of the three regression models were examined for heteroskedasticity using a White Test.
Due to the relatively small χ2 values (i.e., χ2 = 20.30 (minimum), χ2 = 8.7 (median), and χ2 =
7.54 (maximum)), we do not correct for heteroskedasticity.

7. As further evidence, observations across the three formulations of the dependent variable were
combined, such that the model was estimated via pooled OLS. Empirical results are not qualita-
tively different from those in Table II; the calibration factor remains sensitive to WTA versus
WTP measures of value and private versus public good distinctions.

8. With respect to the median and maximum models, the sealed bid coefficient differs from the
coefficients of open-ended, provision point, Smith, Vickrey 2nd price auction, and dichotomous
choice. Also, open-ended differs from dichotomous choice.

9. Following a reviewer’s suggestion, we also estimated the model with year of publication included
as a regressor. This may control for the possibility that techniques are improving over time,
thereby reducing the severity of hypothetical bias. With year of publication included, the direc-
tion and significance of the coefficients in Tables II and III do not change. Also, the results show
that the magnitude of hypothetical bias is larger in later studies as compared to earlier studies.
However, since most of the studies in Table I occur within a relatively short publication window
(i.e., the last 15 years), coupled with the fact that the lag between submission date and publication
date varies across journals, we did not include publication date in the reported specification. Yet
the results are available from the author’s upon request.
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