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Introduction

Repression and propaganda have always been considered the primary tools of autocratic control
(Svolik, 2012). In the 20th century, information manipulation was a central focus in the study of
totalitarian dictatorships such as Hitler’s Germany, Stalin’s Russia, andMao’s China, in which the
state tried to control all aspects of subjects’ lives (Arendt, 1951; Friedrich and Brzezinski, 1956;
Cassinelli, 1960). With the demise of totalitarian dictatorships, propaganda is no longer consid-
ered a means of ideological indoctrination, but rather as a tool used by a leader to maintain his
reputation as a strong and competent hand (Treisman, 2011; Rozenas and Stukal, 2019; Guriev
andTreisman, 2019; Gratton and Lee, 2023; Harrison, 2023). At the same time, repression remains
a critical instrument in the dictator’s arsenal (Tyson, 2018;Montagnes andWolton, 2019; Rozenas,
2020). In the year following the protests of the summer of 2020, Belarus’ Alexander Lukashenko
hadmore than30,000people arrested andhundreds given long jail terms, amore than ten-fold in-
crease over the average number of political prisoners during the previous decade (de Vogel, 2022).

The tradition to consider repression and information manipulation as two tools in the auto-
crat’s disposal goesbackcenturies. InThePrince, NiccoloMachiavelliwritesonwhether it is better
to be feared than loved: “The answer is that one would like to be both the one and the other.”
(Machiavelli, 2019). Theearly formal theoryofnondemocratic government (Wintrobe, 1990, 1998)
focused on a simple trade-off: the dictator was deciding how to optimally allocate resources be-
tween “repression” and “benefits" to population aimed to make the dictator more popular. In a
sweeping recent study of modern authoritarian regimes, Guriev and Treisman (2022) argue that
sophisticated propaganda might be a substitute for brutal repression, persuading citizens in the
leader’s competence. They describe the phenomenon of “spin dictators” who rely primarily on
propaganda as a substitute for terror and violence against the political opposition. Citing dozens
of examples, Guriev and Treisman (2022) document the change in the relative weights of repres-
sion and propaganda from the 20th century to the 21st.Modern dictators do not arrest hundreds
of thousands as Stalin, Hitler, or Mao did or carry public executions as Iraq’s Saddam Hussein,
Cambodia’s Pol Pot, or Equatorial Guinea’s Macias Nguema. They primarily rely on selective cen-
sorship, digital surveillance, and sophisticated propaganda.1

Yet when circumstances change, the dictator’s spin is no longer sufficient. In a stark recent
example, since the start of Russia’s full-scale invasion of Ukraine in February 2022, Putin’s regime

1SeeGehlbach et al. (2022) for amodel that distinguishes between different forms of informationmanipulation, and Shadmehr (2014) for
a model where censorship is used to hide the extent of repression.
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has doubled down on both tools of authoritarian control. Though informationmanipulation has
long been Putin’s weapon of choice against the domestic opposition (Gehlbach, 2010; Treisman,
2011;Rozenas andStukal, 2019;Guriev andTreisman, 2022), it hasdramatically increasedafter the
invasion. The government closed down independent media outlets and implemented draconian
punishments for journalists and ordinary people sharing information on social media (Gould-
Davies, 2023). Simultaneously, it increased repression – with thousands of people opposing war
and the country’s course being arrested or forced out of the country, and opposition politicians
getting prison terms of 8-25 years (Stoner, 2022; Treisman, 2022).

In this paper, we study how informationmanipulation naturally complements repression.2 To
this end, we present a theoretical model of an autocratic leader who attempts to minimize the
number of citizens who oppose the leader through repression and propaganda. The basic logic
behind the complementarity is as follows. At a given level of repression, there is a marginal cit-
izen who is indifferent between opposing the leader and not. Suppose the repression (defined
as the punishment for opposing the leader) increases. The previously marginal citizen is now in-
framarginal, and is unwilling to oppose. When the leader chooses the information manipulation
strategy, he is trading off the intensity versus credibility of propaganda: a higher level of informa-
tionmanipulation containsmore intense, but less credible propaganda (i.e., itmoves the citizens’
beliefs less). When the repression is higher, citizens are more compliant, meaning they would
be willing to support even with less credible propaganda. As a result, the leader chooses a more
intense propaganda level. It should be noted that, in our basic setup, repressions happen ex post,
punishing those who oppose the dictator. This does not imply that every non-supporter is pun-
ished; the repressionmay only work in expectation and the results would go through.

Ourmain result (Proposition 2) reveals the complementarity between propaganda and ex post
repression. In Section 4, we consider the possibility of ex ante repression, targeting those who
are inclined to oppose. Ex ante repression occurs before propaganda and contains the purging of
citizens who are identified to be skeptics of the regime based on their initial beliefs.3 Our insights
extend to this case: When citizens who are most skeptical about the regime are singled out and
repressed, the rest tend to havemore favorable opinions. Under the propaganda level tailored for
thewholepopulation, theywouldhavebeen“underpersuaded” fromtheperspectiveof the leader.

2We use the terms propaganda and information manipulation interchangeably. In other contexts, propaganda might be used more
restrictively, referring to aparticular typeof informationmanipulation, or, vice versa,more loosely, covering techniques that arenotmodeled
as informationmanipulation by economic theorists.

3Arendt (1951)makes a distinction between the dictatorial terror, aimed against the well-identified opponents of the regime, from an all-
pervasive totalitarian terror of purges, mass executions, and concentration camps. Modern theories of repressions with strategic targeting
and selection includeMyerson (2015), Tyson (2018), and Dragu and Przeworski (2019).
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Therefore, the leader increases the intensity of propaganda once themost disloyal elements of the
society are takenout. Thus, the dictator does not face the choice of repression versus propaganda,
but rather benefits from them reinforcing each other.

Repressions have been shown to change citizens’ behavior. Montagnes andWolton (2019) and
Rozenas (2020) use communist purges in Stalin’s Russia and Mao’s China to demonstrate this ef-
fect. Physical elimination as in Esteban, Morelli and Rohner (2015) changes the composition of
the society; other forms of political disenfranchisement might have the same effect as well. In
addition to mass executions, Stalin relocated hundreds of thousands from the places where they
were a political threat to distant regions of Russia. In most cases, Stalin’s mass repression cam-
paigns were organized around broad ethnic or social categories (Gregory, Schröder and Sonin,
2011); in our model, this would correspond to the leader repressing citizens based on imperfect
information about their initial beliefs. In the realm of democratic politics, Glaeser and Shleifer
(2005) showthat the incumbentpoliticianmightdeliberately choosepolicies thatdrivevoterswho
oppose him out of the district. Our theory applies to such situations as well. After repression, the
rest of the society will be exposed tomore informationmanipulation.

To model information manipulation, we use the basic model of Bayesian persuasion (Ka-
menica and Gentzkow, 2011; Bergemann and Morris, 2019; Little, 2023) on an audience with
heterogeneous priors (Alonso and Câmara, 2016a; Laclau and Renou, 2017; Galperti, 2019; Git-
mez and Molavi, 2022).4 Compared to other communication protocols, the model of Bayesian
persuasion assumes fuller commitment on behalf of the sender.5 This makes sense in an applied
model: dictators do not edit news in real time. Instead, they pass laws, establish institutions of
censorship, and appoint editors to control the flow of information. The choice of an institutional
bias or an editor of known ideological preferences corresponds to the choice of the main control
parameter in themodel.

Yet there are theoretical advantages of using the Bayesian persuasion model as well. First
and most importantly, the model allows one to study the maximum propaganda: it provides
the upper limit on the amount of persuasion that can be done via any information exchange
between a sender and a receiver. At the same time, our qualitative results easily translate to other
information-exchangemodels such as such as cheap talk in Crawford and Sobel (1982), verifiable
messaging in Milgrom (1981) (see also Titova, 2022), and signaling in Spence (1973). Though the

4Also see Kosterina (2022), who studies Bayesian persuasion with unknown priors and a worst-case-maximizing sender, and Shimoji
(2022), who develops a linear programming approach to Bayesian persuasion with heterogeneous priors.

5Though our model assumes full commitment, this assumption is not necessary; the results still hold if the probability that the dictator
can renege on his commitment is not too high. See Section 6.
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machinery of a model of propaganda and repression based on other communication protocols
wouldbedifferent, themain intuition is the same. (InSection6,wediscusswhyourbasic intuition
carries through for other communication protocols and the role of other assumptions.)

An important element of our model is that the leader organizes information manipulation as
public communication: he establishes an institution which learns the true state of the world and
makes apublic report. Then, anatural question iswhether the leader coulddobetter if itwerepos-
sible to targetdifferent citizenswithdifferentmessages. InSection5,wedemonstrate that thepos-
sibility of private persuasion does not add to the leader’s persuasion power. As a technicalmatter,
Proposition 4 justifies our assumption that the leader sticks to the public persuasionmechanism.
This resultmirrors themain result inKolotilin et al. (2017).6 Thedifference is thatwhile inKolotilin
et al. (2017) the receivers have heterogeneous preferences, in ourmodel they have heterogeneous
priors. Substantively, the result explains why in many circumstances authoritarian regimes use
blank, one-size-fits-all messaging rather than target groups with different attitudes individually.

The rest of the paper is organized as follows. Section 2 sets up ourmodel. Section 3 studies the
main case, when the leader optimally combines repression and persuasion. Section 4 deals with
the case when the leader can repress the opposition ex ante. Section 5 deals with targeted propa-
ganda. Finally, Section 6 discusses robustness of our results to alternative technical assumptions.

2 The Setup

There is a sender A (the leader) anda continuumof receivers � = [0, 1] (the citizens, where a generic
citizen is denoted with 7 ). A state of the world is denoted by l ∈ {0, 1}. Here, l = 1 is the state of
theworld inwhich the citizens’ preferences alignwith the leader, i.e., the state inwhich the leader
is good), andl = 0 is the statewhere there is amisalignment. Citizen 7 ’s prior on the leader’s being
good is

`7 ≡ Pr7 {l = 1}

Citizens have heterogeneous priors; the distribution of priors among citizens has density 5 (`).
Throughout the paper, wemaintain the following assumption on the distribution of priors.

6Wang (2015) and Chan et al. (2019) also compare public and private persuasion, where the receivers’ heterogeneous preferences are
known by the sender. Alonso and Câmara (2016b) and Inostroza and Pavan (2022) study public persuasion towards heterogeneous receivers
with known preferences, whereas Bardhi and Guo (2018), Arieli and Babichenko (2019), Taneva (2019) and Mathevet, Perego and Taneva
(2020) study private persuasion towards heterogeneous receivers with known preferences. On private persuasion towards heterogeneous
receiverswithprivatepreferences,GuoandShmaya (2019) characterize theoptimal information structure, andHeeseandLauermann (2021)
study a voting setting.
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Assumption 1. Probability density function 5 has full support on [0, 1], is continuously differen-
tiable with 5 (0) = 5 (1) = 0, and is strictly log-concave, that is, m2

m`2 log 5 (`) < 0 for all ` ∈ [0, 1].

The assumption that the density function 5 is log-concave is a mild one; see Bagnoli and
Bergstrom (2005) for a list of commonly used log-concave distributions, which include, among
others, uniform, (truncated) normal, and beta (with both parameters ≥ 1) distributions. The
leader’s prior is `A ∈ (0, 1), and � (`) denotes the cdf associated with 5 (`). Both `A and 5 are
common knowledge.

Given her information about l, each citizen 7 ∈ � takes an action 07 ∈ {0, 1}. Here, 07 = 1
corresponds to supporting the leader, and 07 = 0 corresponds to opposing the leader. Citizen 7 ’s
payoff isC (07 , l), which is given in Table 1.

l = 0 l = 1
07 = 0 ? − @ −@
07 = 1 0 1 − ?

Table 1. Citizen Payoffs with Repression level @ .

Parameter ? ∈ (0, 1) captures the citizens’ willingness to protest against the leader, or, equiva-
lently, the aversion to supporting the leader. In addition, @ ∈ [0, ?) is the repression level, set by the
leader before citizens choose their actions. The mechanics of @ is simple: repressing the citizens
by @ ∈ [0, ?) reduces the citizens’ payoffs from opposing the leader by @ , thereby making it less
attractive to oppose.

Interpretation-wise, any act by the leader that increases the cost of opposing the leader, effec-
tively, is repression – this includes harassment, intimidation, imprisonment, torture, or execution.
The incidence of repression is determined by a citizen’s choice of action and, therefore, could be
thought of as the expected cost of opposing the leader. This is important as even in totalitarian
dictatorships only a small share of population is actually punished. (The Great Terror, 1937-1939,
the most intensive years of Stalin’s repressions, had about 700,000 people executed and 800,000
more sent to jails and labor camps. These are staggering numbers and yet only about 1% of the
USSR population at the time, Conquest, 2008.7)

Even though the repressions increase the cost of opposing the leader, imposing repressions are
costly for the ruler. In particular, if the leader chooses a repression level @ ∈ [0, ?], he pays the cost

7In line with the logic of our model, Stalin’s Great Terror was accompanied by a massive propaganda campaign (Conquest, 2008; Kotkin,
2017). In another example, propaganda has played a critical role ever since the Chinese Communist Party took over in 1949, yet it became
evenmore ferocious during the early years of theCultural Revolution, 1966-76, whichwas a combination of elite purges byMao’s faction and
mass terror (MacFarquhar and Schoenhals, 2006).
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of q · 2 (@ ). Here, q > 0 parametrizes the cost of repression. We impose the following assumption
on the cost of repression, which ensures that the solution is well-behaved and interior:

Assumption 2. 2 : [0, ?] → ℝ is strictly convex, with 2 (0) = 2 ′(0) = 0 and lim@→? 2 ′(@ ) = ∞.

The leader’s payoff is the total support he receives from the citizens, minus the cost of repres-
sion:

CA ({07 }7 ∈� ) =
∫
7 ∈�

07 · 37 − 2 (@ ) (1)

The agents do not have any information about l beyond the information conveyed by the in-
formation structure, chosen by the leader. The leader uses a public persuasion mechanism that
sends messages from" . That is, the leader commits to an information structure {f (·|l)}l∈{0,1}
where

f (·|l) ∈ Δ(" ) for all l ∈ {0, 1},

and themessage drawn,; ∈ " , is publicly observable to each citizen and the leader. We assume
that |" | is large enough, so that there is a sufficient number of action recommendations for each
receiver. As we will show later, under Assumption 1, the leader uses at most twomessages.

The timing of the game is as follows: first, the leader chooses repression level @ ∈ [0, ?]. Then,
the leader commits to an information structure. Finally, the message is drawn, the citizens take
their actions, and payoffs are realized.

3 Propaganda and Repression

In this section, we present our main results on complementarity between repression and pro-
paganda. We proceed by backward induction. So, we start with the following question: given a
repression level @ ∈ [0, ?), what is the leader’s optimal information structure? We construct the
value function of the leader as a function of his own posterior belief ` = PrA (l = 1|;), and then
use the concavification approach of Kamenica and Gentzkow (2011).

Suppose the leader’s posterior is ` ∈ [0, 1]. Because the leader and the citizens observe (and
update their beliefs based on) the same public message;, as long as we know the priors of the
leader and the citizen 7 , we can back out the posterior of citizen 7 from the leader’s posterior. By
Proposition 1 of Alonso and Câmara (2016a), citizen 7 has the following posterior:

`′7 =
`
`7
`A

`
`7
`A
+ (1 − `) 1−`71−`A

(2)
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Figure 1. The Leader’s Value Function and its Concavification.

Consider the citizen 7 with posterior `′
7
. By Table 1, she supports the leader if and only if

`′7 · (1 − ?) ≥ (1 − `′7 ) · ? − @ ,

which simplifies to `′
7
≥ ? − @ .8 Substituting (2) into this inequality and rearranging terms, any

citizen 7 with prior

`7 ≥
1 − `

1 − ` + ` 1−(?−@ )
?−@

1−`A
`A

supports the leader. Given (1), the leader’s value function, as a function of leader’s posterior `, is

D (`; @ ) ≡ 1 − � ©« 1 − `
1 − ` + ` 1−(?−@ )

?−@
1−`A
`A

ª®¬ . (3)

The optimal solution relies on the characterization of the concave closure ofD (`; @ ). An inspec-
tion of (3) immediately reveals that D (`; @ ) is increasing in `, with D (0; @ ) = 0 and D (1; @ ) = 1. The
next Lemma 1 shows that the value function has a specific shape.

Lemma 1. D (`; @ ) is strictly S-shaped, i.e., there is some ˜̀ ∈ [0, 1] such that D (`; @ ) is strictly convex
for ` ∈ [0, ˜̀] and strictly concave for ` ∈ [ ˜̀, 1].

Figure1 illustrates the leader’s value function in lightof Lemma1. Visual inspection reveals that
the leader’s optimal information structure invokes two posteriors.9 This can be achieved by using

8Our notation suggests that a receiver takes the sender’s favorite action when indifferent. Since 5 is continuously differentiable by
Assumption 1, it has no mass points, so the measure of citizens with priors equal to ? is zero. Therefore, this choice of notation is
inconsequential for the analysis.

9When `A ≥ ˆ̀ in Figure 1, the optimal policy does not reveal any information. In this case, any policy with two messages where f (; =

6==3 |l = 0) = f (; = 6==3 |l = 1) is optimal. Amongmany optimal policies, we choose the one where f (; = 6==3 |l = 0) = 1, so that the
“bad”message is never sent and the beliefs following; = 103 are free. Consequently, one can choose the posterior following; = 103 to be
zero, to remain consistent with the discussion.
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twomessages about the leader’s quality:; ∈ {103, 6==3}. Moreover, one of the posteriors in the
support is ` = 0, i.e., one of the messages perfectly reveals l = 0. This can be achieved by setting
f (; = 6==3 |l = 1) = 1 in the optimal policy. Therefore, the optimal policy is characterized by a
single-dimensional object:

V = f (; = 6==3 |l = 0) ∈ [0, 1].

Themostnatural interpretationof V is the level ofpropaganda: it is the likelihood that themessage
is “the leader is good”when the leader is, in fact, bad. Since themessage; = 103 perfectly reveals
l = 0, it stands as an admission that the leader is bad. When the leader is bad, the admission
occurs with probability 1 − V. This probability can also be interpreted as the media freedom; for
instance, this is the probability that the leader’s restraint onmedia allows a scandal involving the
leader to be released. Following this interpretation, V is a measure of leader’s control over media.
When V is high, the citizens rarely hear any scandals about the leader – instead, they hear positive
messages about the leadermore andmore frequently. This is the sense in which V corresponds to
the propaganda level.

Let V∗(@ ) denote the propaganda level chosen by the leader under the optimal policy as a func-
tion of @ . Let

+ ∗(@ ) ≡ (`A + (1 − `A )V∗(@ )) · D
(

`A

`A + (1 − `A )V∗(@ )
; @

)
(4)

denote the leader’s (subjective) payoffunder the optimal informationmanipulation policy. Equa-
tion (4) reveals themain trade-off in the leader’s problem. A higher level of V∗(@ ) leads to a higher
frequency of good news, and therefore more intense propaganda – this is observed through the
first appearance of V∗(@ ) in Equation (4). On the other hand, a higher frequency of good news, by
definition, means that they are less effective in shifting citizens’ beliefs – this is seen through the
second appearance of V∗(@ ) in Equation (4). Therefore,more intense propaganda is inevitably less
credible. The leader chooses V∗(@ ) to optimally resolve the intensity versus credibility trade-off.

3.1 Comparative Statics with Respect to Repression

Before we move on to the leader’s choice of repression, we take a brief detour to present a com-
parative statics result, whichwill be a critical stepping stone in our analysis. The next Proposition
1 deals with comparative statics with respect to @ , the repression level.

Proposition1. Thepropaganda level chosenby the leader, V∗(@ ), is increasing in the repression level

@ .
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Intuitively, a higher ? means that the threshold belief for supporting the leader, ? − @ , is lower:
for any posterior belief, citizens are more inclined to support the leader. That is, propaganda is
more effective evenwhen it is less credible. This tilts thebalance in favor of intensity in the leader’s
trade-off, and the leader chooses more intense but less credible propaganda.

In a recent working paper, Curello and Sinander (2022) derive a similar comparative statics
result regarding the extent of information manipulation. Their comparative statics are based on
a partial order on value functions D (`; @ );10 in contrast, our comparative statics are on a more
primitive parameter of the model @ . Proposition 1 of Curello and Sinander (2022) implies that as
@ changes, the value functions are ranked by their partial order: given @1 ≥ @2, D (`; @1) is ordinally
less convex than D (`; @2).

3.2 Optimal Combination of Repression and Propaganda

We now proceed with the leader’s choice of repression level. Given the analysis in Subsection 3.1,
the leader knows that repression level @ will be accompanied by propaganda level V∗(@ ) and the
payoff+ ∗(@ ) from information manipulation. Then, the leader’s optimal level of repression, @ ∗, is
the solution to the following problem:

@ ∗ ∈ arg max
@ ∈[0,? ]

{+ ∗(@ ) − q · 2 (@ )}, (5)

We are interested in how the leader’s chosen repression and propaganda levels are affected by
the cost of repression, which is parameterized by q . Our next result shows, naturally, that when
repression is cheaper, it is usedmore intensely.

Lemma 2. The leader’s chosen repression level, @ ∗, is decreasing in the cost of repression, q .11

Proof. By Assumption 2, the objective function + ∗(? − @ ) − q · 2 (@ ) is strictly submodular in q

and @ . The result follows fromusual supermodularity arguments (e.g., Theorem 5 ofMilgrom and
Shannon, 1994). �

The following Proposition 2, our main result, summarizes the above analysis.

Proposition 2. The leader’s optimal propaganda level, V∗, is decreasing in the cost of repression, q .

Proof. By Lemma2, @ ∗ is decreasing inq . By Proposition 1, V∗(? −@ ∗) is increasing in @ ∗, and there-
fore it is decreasing in q . �

10Similarly, Proposition 2 of Kolotilin, Mylovanov and Zapechelnyuk (2022) presents a comparative statics result based on the shifts of
value functions.
11Our treatmentdoesnot exclude thepossibility that there aremultiple optimal levels of @ ∗. In that case, Lemma2andProposition2 should

be interpreted as decreasing in the sense of strong set order (Milgrom and Shannon, 1994).
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Proposition 2 shows that,when the cost of repression is lower, a higher intensity of repression is
accompanied by a higher level of propaganda. Propaganda and repression are complements.

4 Ex ante Repressions

Onecritical feature of repression as defined in Sections 2-3 is that thepunishment applies to those
who act, in equilibrium, against the dictator. In this section, we consider another type of repres-
sion – when citizens are targeted ex ante, rather than ex post. For instance, the dictator might
identify, perhapswith somenoise, thosewho are hostile to the regime and eliminate them. In this
case, repression alters the distribution of attitudes towards the regime, rather than the incentives
for citizens. The analysis below demonstrates that the effect of ex ante repression is qualitatively
the same: themore “pro-regime” is the resultingdistribution, thehigher is the level of propaganda
for those who are not eliminated.

Let 52 be an initial density of priors that satisfies Assumption 1. The leader has access to some
informative signal about citizens’ priors. As in the model of identity-based Stalinist repression in
Gregory, Schröder and Sonin (2011), suppose that there is an institution, e.g., a secret police, that
assigns a label �7 ∈ {(94>B 72 , (C>>=@B4@ } to each citizen 7 withprior`7 . The secret police’s labeling
technology is noisy:

Pr{�7 = (C>>=@B4@ | `7 } = d (`7 ),

Pr{�7 = (94>B 72 | `7 } = 1 − d (`7 ),

where d (`7 ) ∈ [0, 1]. Suppose d (`) is continuously differentiable, increasing and log-concave in
` ∈ [0, 1]: this formulation allows for a variety of labeling technologies, such as the linear (d (`) =
`) or sigmoid

(
d (`) = 1

1+4−`
)
functions.

It is straightforward to see that the leader will prefer to purge only those who are labeled
(94>B 72 . Suppose for simplicity that the leader purges all citizens labeled �7 = (94>B 72 from the
society, and only those with label �7 = (C>>=@B4@ remain. Denote the distribution of priors of the
remaining citizens by 51:

51(`) =
d (`) 52(`)∫ 1

0 d ( ˜̀) 52( ˜̀)3 ˜̀
.

As long as d (`) is continuously differentiable and log-concave, 51(`) satisfies Assumption 1.12
12Most importantly, log 51 (`) = log d (`) + log 52 (`) − log

∫ 1
0 d ( ˜̀) 52 ( ˜̀)3 ˜̀, which is strictly concave in `, and therefore 51 (`) is strictly

log-concave.
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Moreover,
51(`)
52(`)

=
d (`)∫ 1

0 d ( ˜̀) 52( ˜̀)3 ˜̀
which is increasing in` because d (`) is increasing. That is, 51 is larger than 52 in the likelihood ratio
order. The following Proposition shows that the leader engages in more propaganda following a
purge of skeptics.

Proposition 3. Consider two distributions of priors, 51 and 52, that both satisfy Assumption 1 and

where 51 is larger than 52 in the likelihood ratio order:

51 (`)
52 (`) is increasing in `.

Then, the propaganda level chosenby the leader under 51 is larger than the propaganda level chosen

under 52: for any @ ∈ [0, ?],

V∗1(@ ) ≥ V
∗
2(@ ).

Proposition 3 shows that ex ante repression and propaganda complement each other as well:
with skeptics purged, the rest face mor intense propaganda. Intuitively, the leader with distribu-
tion 51 is a “more universally loved” leader than a leaderwith distribution 52, because priors under
51 tend to be larger compared to priors under 52. In equilibrium, a more popular leader rides his
popularity and provides less information to citizens, resulting inmore propaganda.

5 Targeted Propaganda

In the analysis of ex ante repression in Section 4, the crucial precondition for the complementarity
of propaganda and repression was reliance on purges being targeted towards citizens who have
more pessimistic beliefs. A natural question to ask is whether the leader also benefits from tar-
geted information manipulation? In this section, we argue that the answer is, again, determined
by the ability of the dictator to determine the citizens’ attitudes towards him. If the dictator knows
private attitudes of citizens, then he could benefit from this knowledge, targeting information
that these citizens receive – provided that they do not have access to any other sources. (If they
have access to other information sources, we are again in the realmof public persuasion analyzed
above.)13
13It does not matter how many sources are freely accessible to citizens: restriction to a public persuasion mechanism is without loss of

generality. Indeed, consider a setup where there aremultiple information sources 1, . . . , < withmessage spaces"1, . . . ,"< and information
structures {f8 ( · |l) }l∈{0,1} ∈ Δ("8 ) , 8 = 1, . . . , <. As long as the citizens can observe messages from various sources, one can define" ≡
"1 × . . . ×"< , and, for each; = (;1, . . . ,;< ) ∈ " , let f (; |l) = f1 (;1 |l) · . . . · f< (;< |l) for all l ∈ {0, 1}, so that the same outcome can
be implemented via a public persuasionmechanism.
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Yet if the dictator has to rely on citizens’ self-selection into a unique source of information and
design type-specific propaganda – that is, allowing for private persuasion, then the leader’s toolkit
is not actually expanded. We show that it is never (strictly) optimal for the leader to create differ-
ent information sources that appeal to different citizens. Therefore, under the optimal policy, the
leader sticks with public propaganda, combining it with repression as in Section 3.

The first observation, almost trivial from the theoretical standpoint, is that if the dictator has
the ability to address each citizen’s type individually, then there will be maximum possible per-
suasion and, ultimately, more support than in the case we are going to focus on. Critically, the
dictator would need to keep each citizen unaware of messages that other citizens receive. With
individualized messages to each citizens the problem is, of course, that the real dictators cannot
possibly knoweach individual’s type. In an authoritarian regime, deep skeptics have all the incen-
tives to conceal their type out of fear of being singled out for repression. In such a situation, the
dictator who tries to increase information manipulation by individualizing the messages has to
rely on citizens self-selection in receiving thesemessages. To analyze such a situation, we need to
introduce the formalism of incentive compatibility (Kolotilin et al., 2017; Bergemann andMorris,
2019).

Consider the setup in Section 2, but suppose that instead of being restricted to use a public
persuasionmechanism, the leader canuseprivate persuasionmechanisms. Each citizen 7 receives
a message;7 ∈ {0, 1} from the news source designed for her. To this end, consider the following
setup: each citizen reports her prior` ∈ [0, 1], and given the reported prior, themechanism sends
an action recommendation; ∈ {0, 1}.14

Definition 1. A persuasionmechanism f is f = {f (`, 0), f (`, 1)}`∈[0,1] where

f (`, l) = Pr(; = 1|`, l) ∈ [0, 1] for ` ∈ [0, 1], l ∈ {0, 1}

Consider a receiver 7 with prior `7 = `. Her (subjective) payoff from reporting a prior ˜̀, taking
action 30 ∈ {0, 1} followingmessage; = 0, and taking action 31 ∈ {0, 1} following; = 1 is

*f (`, ˜̀, 30, 31) ≡ ` ·
(
f ( ˜̀, 1) · 31 · (1 − ?) + f ( ˜̀, 1) · (1 − 31) · (−@ )

+ (1 − f ( ˜̀, 1)) · 30 · (1 − ?) + (1 − f ( ˜̀, 1)) · (1 − 30) · (−@ )
)

+ (1 − `) · (f ( ˜̀, 0) · (1 − 31) · (? − @ ) + (1 − f ( ˜̀, 0)) · (1 − 30) · (? − @ ))

(6)

The critical element of private persuasion is incentive compatibility. The essence is that if a
privatepersuasionmechanism is inplace, theneachcitizenobserves and followshernews source,
14The sufficiency of twomessages is immediate from a revelation principle argument.
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notothers’ news sources. So iff is an incentive compatibleprivatepersuasionmechanism, citizen
7 voluntarily chooses to get the messages designed exclusively for her, drawn according to (f (`7 ,
0), f (`7 , 1)).

The assumption that each citizen follows only one news source requires an explanation of its
own. One standard explanation is cognitive constraints; another explanation is a budget con-
straint in terms of opportunity costs. If citizens were able to followmore than one source, then of
course they would follow all possible news sources. In this case, any persuasion mechanism will
be equivalent to a public persuasionmechanism; we analyzed this case in Section 3.

Definition 2. A persuasionmechanism f is incentive compatible if, for all ` ∈ [0, 1],

*f (`, `, 0, 1) ≥ *f (`, ˜̀, 30, 31) for all ˜̀ ∈ [0, 1], 30, 31 ∈ {0, 1}.

Let the subjective payoff of a truthful and obedient citizen (i.e., a citizen who follows the news
source designed for her and takes 30 = 0, 31 = 1) with prior ` be*f (`) ≡ *f (`, `, 0, 1). Standard
mechanism design arguments yield the following result:

Lemma 3. If f is an incentive compatible persuasion mechanism, then *f (`) is convex, with

*f (0) = ? − @ and*f (1) = 1 − ? . Moreover, both f (`, 0) and f (`, 1) are increasing in `, with

* ′f (`) = (1 − (? − @ ))f (`, 1) − (? − @ ) (1 − f (`, 0)) − @ ,

*f (`) − `* ′f (`) = (? − @ ) (1 − f (`, 0))

for all ` ∈ [0, 1].

We are going to prove that for any incentive compatible private persuasion mechanism, there
exists a direct public mechanism that achieves the same outcome. Formally, a public persuasion
mechanism c : {0, 1} → Δ(" ) is a distribution of messages in each state. Let " = [0, 1], and
consider direct public mechanisms for the sender: for each ` ∈ " , PrA {l = 1|`} = `. That is, un-
der a direct public mechanism, the sender’s posterior following amessage is themessage itself.15

Given a state l, let c (` |l) denote the cdf of messages. Consequently, the ex ante distribution of
messages (from the sender’s perspective) is cA (`) = `Ac (` |l = 1) + (1 − `A )c (` |l = 0). For a
mechanism to be direct, it needs to satisfy EA [`] = `A .

We say that a direct public mechanism c achieves the same outcome as a private persuasion
mechanism f if it induces the same distribution of actions for each receiver in each state. Note
15Because we are working with heterogeneous priors, the posterior following a message is different across receivers. It is, therefore,

impossible to define a direct public mechanism for everyone. We opt for defining a direct public mechanism for a particular agent, the
sender.
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thatbecauseofheterogeneouspriors, citizensexpectdifferent states to realizewithdifferentprob-
abilities, so the ex ante distributions of actions still differ.

Proposition 4. For any incentive compatible private persuasionmechanism f , there exists a direct

public mechanism c that achieves the same outcome.

Proposition 4 implies that the leader can achieve any outcome via a public persuasionmecha-
nism, where he offers the same information structure for each citizen. This justifies our focus on
public mechanisms in Section 3, and it implies that the optimal policy we characterized yields a
higher payoff to the leader than any incentive compatible private persuasion mechanism. Intu-
itively, this is because the incentive compatibility constraints are extremely binding for the leader,
to the extent that a public mechanism (which satisfies incentive compatibility trivially) can yield
the same payoff.

This result is closely related to the “impossibility of private persuasion” result in Kolotilin et al.
(2017); the difference is that our result is in a setup with heterogeneous priors, rather than with
heterogeneous preferences. We cannot rely on the garbling result of Blackwell (1953) as Kolotilin
et al. (2017) does, as Blackwell’s famed result requires common posteriors following a public
message. However, in our proof, we modify the proof of Proposition 2 in the Online Appendix to
Kolotilin et al. (2017) to obtain a similar result in our setting.

Substantively, Proposition 4 provides a rationale for why an authoritarian regimemight prefer
a standardized approach to censorship andmass propaganda. The reality is of coursemore com-
plex. Vladimir Lenin, the founder of the communist state after the Russian Revolution, stated in
1921: “We need full and truthful information. And the truth should not depend uponwhom it has
to serve. We can accept only the division between the unofficial information (for the Comintern
ExecutiveCommitteeonly) andofficial information (for everybody)”.16 In a famous exampleof in-
formationparseddifferently for different types of information receivers, the 1956 speechbySoviet
leader Nikita Khrushchev denouncing Stalin’s repressions and cult of personality was distributed,
in a written form, to local communist party secretaries, read aloud to ordinary party members at
specially arrangedmeetings, and kept secret from the rest of the population (Taubman, 2003). Ef-
fectively, different groups of citizens were given access to information that was parsed differently
conditional on their types. Critically, Khrushchev relied on the existing designation of citizens’
types, with the communist party members being presumably more loyal than citizens at large.
16The Lenin’s formula was employed by other communist regimes as well; see Gehlbach and Keefer (2011), King, Pan and Roberts (2013)

and Lorentzen (2014) for the analysis of China’s information policy.
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Proposition4 implies that absent suchadivision– that is, if the leader couldnot relyon theexistent
differentiation intodifferent types andhad to rely on citizens’ self-selection –hewouldnot be able
to do better than public persuasion.

6 Robustness

In this section, webriefly discuss alternatives to ourmain assumptions and robustness of our core
results. Specifically, we focus on the assumptions of the full commitment on behalf of the sender
of information, thebinary action space, andheterogeneouspriors. In eachcase, our central result,
the complementarity between informationmanipulation and repression, andmain comparative
statics results, are robust toalternativeassumptions. Thus, thechoiceof assumptions for themain
model is dictated by our desire to keep themodel as tractable as possible and the real-world con-
text that we analyze.

6.1 Partial Commitment to Information Design

Assuming full commitment to information design by the sender (the dictator) simplifies the tech-
nical analysis, yet is not necessary. Consider amore generalmodel that does not assume full com-
mitment on the sender’s part. Let us introduce probability >, 0 ≤ > ≤ 1 and give the dictator
an opportunity to manipulate the outcome ex post with probability >. In other words, we allow
the commitment to the information design to fail with some probability. In the particular case
when > = 0, this is our main case, a Bayesian persuasionmodel (Kamenica and Gentzkow, 2011).
When > > 0, it is a more general model of information manipulation, in which there is no full
commitment. The particular case of > = 1 corresponds to the Crawford-Sobel “no commitment”
communication protocol (Crawford and Sobel, 1982).

Tomakeourpoint that thegeneralpatternswouldholdat thismodel, fixadistributionofbeliefs
5 , thebenefitofprotesting? anda repression level@ . The leader’sbenefit frominducingaposterior
of ` on a representative citizen 7 who shares the same prior as the leader (i.e., a citizen 7 with
`7 = `A ) is D (`; @ ) defined in (3). Suppose the leader chooses an information strategy with two
messages,; ∈ {6==3, 103}, with

f (; = 6==3 |l = 1) = 1

f (; = 6==3 |l = 0) = V̂> (@ ) ∈ [0, 1]
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GivenTheorem1of Lipnowski, Ravid and Shishkin (2022) and Lemma1, the sender optimal equi-
librium of the game with partial commitment indeed contains such an information strategy. In
equilibrium, the message is drawn according to f , and whenever the leader has the opportunity
tomanipulate themessage, hemanipulates it such that the citizens observe; = 1. Therefore, the
ex ante probability that the leader assigns to the citizens observing; = 1 is

(1 − >)
(
`A + (1 − `A )V̂> (@ )

)
+ >

with thecomplementaryprobability, citizensobserve; = 0. The representative citizen’sposterior
assigned to l = 1 after observing; = 1 is

`A

(1 − >)
(
`A + (1 − `A )V̂> (@ )

)
+ >

and the posterior assigned to l = 1 after observing ; = 0 is zero. Overall, the leader’s chosen
propaganda level solves the following optimization problem.

V̂> (@ ) = arg max
V∈[0,1]

((1 − >) (`A + (1 − `A )V) + >) · D
(

`A

(1 − >) (`A + (1 − `A )V) + >
; @

)
(7)

Note that the objective function is amodified version of (4), and the two functions coincidewhen
> = 0.

Our next result characterizes the propaganda level chosen under partial commitment in rela-
tion to the full commitment propaganda level.

Proposition 5. Given > ∈ [0, 1], the propaganda level V̂> (@ ) satisfies:

V̂> (@ ) = max
{
V∗(@ ) − >
1 − > , 0

}
An implication of Proposition 5 is that V̂> (@ ) ≤ V∗(@ ) for any > . As in the running example of

Lipnowski, Ravid and Shishkin (2022), the leader commits to a more informative structure (less
propaganda) to compensate for the fact that beliefs following; = 6==3 will be distorted down-
wards, because the citizens realize that the leadermayhavemanipulated themessage. This is also
the reason why V̂> (@ ) is decreasing in > : lower commitment means the leader has to compensate
more.

For our purposes, Proposition 5 reveals that the comparative statics result under full commit-
ment (Propositions 1 and 3) carry over to the case of partial commitment. That is, even under
partial commitment, the propaganda level is increasing in repression, and the model maintains
the complementarity between propaganda and repression.
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In this more general model, for each > < 1, there is a share of citizens whose beliefs can be
manipulated by the dictator. This share is a function of the parameters of the model such as the
distribution of beliefs 5 , the benefit of protesting against the dictator ?, and the punishment for
protesting @ . Now, our main results apply to the part of the population that is persuadable. In
other words, as long as informationmanipulation works without repression, repression adds the
complementary benefit for the dictator in the same way it does in the basic model. As expected,
the lower is the dictator’s ability to commit to the optimal information design (e.g., the lower is
>), the smaller is the persuasion effect and, therefore, the combined repression-and-persuasion
effect.

6.2 Binary Action Space

Ourmainmotivation for the use of the binary action space comes frompolitical economy consid-
erations. Though theactual country leadersmighthavevariousmotives, the standardassumption
that a leader maximizes their chances to stay in power allows us to consider democratic and au-
thoritarian leaders within the same analytical framework. For an authoritarian leader, thismeans
preventing a coup, a revolution, or a massive protest that would lead to an ouster. (Svolik, 2012
provides statistics that these types of exit cover the overwhelmingmajority of autocrats’ exits; see
Dorsch andMaarek, 2018, and Egorov and Sonin, 2022, for updated statistics.) Following the early
formal theories of autocrats’ critical moments (Kuran, 1989; Lohmann, 1993), nearly all modern
models assume binary choice “support” (“abstain”) vs. “no support” (“rebel”) for citizens (Pers-
son and Tabellini, 2009; Bueno de Mesquita, 2010; Shadmehr and Bernhardt, 2011; Little, 2012;
Edmond, 2013; Tyson and Smith, 2018; Shadmehr, 2019; Barbera and Jackson, 2020; Egorov and
Sonin, 2021).

While the binary action space for citizens is a standard assumption inmodels of authoritarian
control, it grossly simplifies our analysis of persuasion. Specifically, the proof of Proposition 4 that
dealswithprivate vs. public persuasiondoesnot readily extend to a larger action space. (See also a
discussionof thebinaryvs. non-binaryaction space inKolotilin et al., 2017.) Still, ourmain results,
Propositions 2-3 on complementarity between informationmanipulation and repression, would
hold if we use a larger action space. Whenever propaganda affects the action choice in favor of an
action leader prefers, repression will have the complementary effect by enhancing the incentives
to take the said action.
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6.3 Heterogeneous priors

Themain reason to include heterogeneous priors in ourmodel is our willingness to be as realistic
aspossible. Asdiscussedabove, in anauthoritarianpolity, the changeat the top requires collective
action by citizens, which justifies the assumption of a binary action space. From a theoretical
standpoint, assuming heterogeneous priors with the binary action space is almost equivalent to
assuming heterogeneous utilities of citizens. (There is still a subtle difference as with heteroge-
neouspriors one cannotuse the garbling result of Blackwell, 1953, asKolotilin et al., 2017do, sowe
rely on an appropriate modification in Section 5.) With heterogeneous utilities, citizens have the
same priors about the leader’s competence, yet have different individual payoffs when the leader
is competent. With heterogeneous priors, the payoff is the same, but the subjective probabili-
ties about the leader’s competence differ. Empirical literature on authoritarian transitions points
out to heterogeneity of people’s beliefs about the leader’s quality (e.g., Kuran, 1989). In a recent
study on impact of propaganda amid increased repressions on the Russians’ attitude towards the
Russia-Ukraine war, Alyukov (2022) notes the heterogeneity of attitudes.

A further advantage of having heterogeneous priors instead of heterogeneous preferences is
that it allows us to study comparative statics with respect to repression (which, in ourmain setup
in Section 2, affects preferences) without placing toomuch structure on themodel. If we had het-
erogeneouspreferences insteadofheterogeneouspriors,wewouldneed tospecifyhowrepression
@ translates into the preferences of different citizens differently. With heterogeneous priors, we
can maintain a uniform repression level @ for every citizen and still obtain heterogeneous effects
on citizens’ behavior.

7 Conclusion

We offer a model of information manipulation and repression, two main tools in any autocrat’s
arsenal, considering both public and private persuasion and different types of repression. With a
higher level of repression, the leader’s marginal supporter is more disposed towards support and,
therefore, can be more heavily manipulated. In George Orwell’s Oceania, people are forced to
use the newspeak, a special language designed to limit their ability to articulate anti-government
concepts, cannot switch off radio that translates propaganda, and are forced to participate in ide-
ological indoctrinationmeetings. Yet the ultimatemessage of 1984 is that it is the physical torture,
applied to some, that makes citizens believe what the government wants them to believe.
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Appendix: Proofs

Proof of Lemma 1. As 5 is continuously differentiable by Assumption 1, D ′′(`; @ ) = m2D (`;@ )
m`2 exists.

We will show that D ′′(`; @ ) satisfies the strict single-crossing-from-above property:

If D ′′(`1; @ ) ≥ 0 for some `1 ∈ [0, 1], then D ′′(`2; @ ) > 0 for all `2 < `1,

which implies that there exists some ˜̀ such that D ′′(`; @ ) > 0 for ` ≤ ˜̀ and D ′′(`; @ ) < 0 for ` ≥ ˜̀.
By (3), D (`; @ ) = 1 − � (6 (`)) where

6 (`) ≡ 1 − `
1 − ` +W` , W ≡ 1 − (? − @ )

? − @
1 − `A
`A

> 0

Then,

D ′′(`; @ ) = −5 ′ (6 (`)) · (6 ′(`))2 − 5 (6 (`)) · 6 ′′(`)

Suppose D ′′(`1; @ ) ≥ 0 for some `1 ∈ [0, 1]. This implies

5 ′ (6 (`1))
5 (6 (`1))

≤ − 6 ′′(`1)
(6 ′(`1))2

=
2
W

(
(1 −W ) − (1 −W )2`1

)
(8)

Take any `2 < `1. Because 6 (`) is strictly decreasing in `, 6 (`2) > 6 (`1). Because 5 (`) is strictly
log-concave by Assumption 1,

5 ′ (6 (`2))
5 (6 (`2))

<
5 ′ (6 (`1))
5 (6 (`1))

(9)

Moreover, ((1 −W ) − (1 −W )2`) is decreasing in `, so equations (8)-(9) yield that
5 ′ (6 (`2))
5 (6 (`2))

<
2
W

(
(1 −W ) − (1 −W )2`2

)
= − 6 ′′(`2)
(6 ′(`2))2

Therefore, D ′′(`2; @ ) > 0. �

Proof of Proposition 1. Consider 0 < @1 ≤ @2 < ? . For 9 ∈ {1, 2}, the value function under @9 is
D (`; @9 ). Let 2= D (`; @9 ) denote the concave closure of D (`; @9 ). By Lemma 1, D (`; @9 ) is strictly S-
shaped, and therefore the set whereD (`; @9 ) coincides with its concave closure takes the following
form:

{` ∈ [0, 1] : D (`; @9 ) = 2= D (`; @9 )} = {0} ∪ [ ˆ̀9 , 1] for some ˆ̀9 ∈ [0, 1].

By Corollary 2 of Kamenica and Gentzkow (2011), when `A < ˆ̀9 , the optimal policy generates
two posteriors for the leader: ` ∈ {0, ˆ̀9 }. When `A ≥ ˆ̀9 , the optimal policy does not reveal any
information. Moreover, ˆ̀9 satisfies the following properties:
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• D ′(`; @9 ) · ` < D (`; @9 ) for all ` ∈ (0, 1) if and only if ˆ̀9 = 0.

• D ′(`; @9 ) · ` > D (`; @9 ) for all ` ∈ (0, 1) if and only if ˆ̀9 = 1.

• When ˆ̀9 ∈ (0, 1),

D ′( ˆ̀9 ; @9 ) · ˆ̀9 = D ( ˆ̀9 ; @9 ). (10)

Let

G9 (`) ≡ D ′(`; @9 ) · ` − D (`; @9 ) for all ` ∈ [0, 1] (11)

Note that G ′
9
(`) = D ′′(`; @9 )`. By Lemma 1, then, G ′

9
(`) satisfies single-crossing from above. This

means G9 (`) is first increasing and then decreasing. Furthermore, D ′(0; @9 ) = D ′(1; @9 ) = 0 because
5 (1) = 5 (0) = 0. Then, G9 (0) = 0 and G9 (1) = −1.

Define the setU9 ≡ {` ∈ [0, 1] : G9 (`) ≥ 0}. Based on our discussion so far, we conclude that
U9 = [0, ˆ̀9 ], for 9 ∈ {1, 2}.

Next, we show that ˆ̀1 ≥ ˆ̀2. As in Lemma 1,

G9 (`) = 5 (69 (`)) (1 − 69 (`))
1 − 69 (`) +W9 69 (`)

W9
− (1 − � (69 (`))) ,

where

69 (`) ≡
1 − `

1 − ` +W9`
, W9 ≡

1 − (? − @9 )
? − @9

1 − `A
`A

.

Note that 69 (`) is strictly decreasing in `, with 69 (0) = 1 and 69 (1) = 0. Therefore, the range of
69 (`) is [0, 1]. For any B ∈ [0, 1] define

H9 (B ) ≡ 5 (B ) (1 − B )
1 − B +W9B

W9
− (1 − � (B ))

Then, G9 (`) = H9 (69 (`)). Because G9 (`) is first increasing and then decreasing in `, and 69 (`)

is monotonic in `, we conclude that H9 (B ) is first increasing and then decreasing in B . Moreover,
H9 (0) = G9 (1) = −1, H9 (1) = G9 (0) = 0. As a result, the setV9 ≡ {B ∈ [0, 1] : H9 (B ) ≥ 0} has the
formV9 = [B̂9 , 1],where B̂9 = 69 ( ˆ̀9 ).

Based on our discussion so far, characterizing ˆ̀9 is a two-step procedure:

1. First, constructV9 and find B̂9 .

2. Second, calculate ˆ̀9 = 6 −1(B̂9 ) = 1−B̂9
1−B̂9+W9 B̂9 .
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Recall that @1 ≤ @2, which implies W1 ≤ W2. Then, 1−B+W2BW2
≤ 1−B+W1B

W1
for all B ∈ [0, 1]. This, in turn,

implies that H1(B ) ≥ H2(B ). Thus, for any B ∈ V2, H2(B ) ≥ 0, and, therefore, H1(B ) ≥ 0 and B ∈ V1. That
is,V2 ⊆ V1 and B̂1 ≤ B̂2. Finally,

ˆ̀1 =
1 − B̂1

1 − B̂1 +W1B̂1
≥ 1 − B̂1
1 − B̂1 +W2B̂1

≥ 1 − B̂2
1 − B̂2 +W2B̂2

= ˆ̀2

where the first inequality follows fromW1 ≤ W2 and the second inequality follows from B̂1 ≤ B̂2.
To conclude the proof, consider three cases. If `A ≥ ˆ̀1, the optimal policy does not reveal any

information in either case. Given that we already set f (; = 6==3 |l = 1) = 1, the optimal policy
includes f (; = 6==3 |l = 0) = 1. Therefore, V∗(@1) = V∗(@2) = 1. If ˆ̀1 > `A ≥ ˆ̀2, the optimal policy
under D (`; @2) does not reveal any information. In this case, V∗(@2) = 1 and V∗(@1) < 1. Finally, if
`A > ˆ̀1, the optimal propaganda levels of propaganda V∗(@1) and V∗(@2) satisfy

`A

`A + (1 − `A )V∗(@9 )
= ˆ̀9 , for 9 ∈ {1, 2}.

Then, ˆ̀1 ≥ ˆ̀2 implies V∗(@1) ≤ V∗(@2). �

Proof of Proposition 3. For 9 ∈ {1, 2}, let D9 (`; @ ) denote the value function under 59 (`). Denoting
G9 (`) ≡ D ′9 (`; @ ) · ` − D9 (`; @ ) as in the proof of Proposition 1, we show show that ˆ̀1 ≤ ˆ̀2.

Consider some ` ∈ [0, ˆ̀1], that is, G1(`) ≥ 0. Then, D ′1(`; @ ) · ` ≥ D1(`; @ ). By (3), it implies that

51

(
1−`

1−`+` 1−(?−@ )
?−@

1−`A
`A

)
1 − �1

(
1−`

1−`+` 1−(?−@ )
?−@

1−`A
`A

) `
1−(?−@ )
?−@

1−`A
`A(

1 − ` + ` 1−(?−@ )
?−@

1−`A
`A

)2 ≥ 1
Because the likelihood ratio order implies thehazard rateorder (see, e.g., Theorem1.C.1of Shaked
and Shanthikumar, 2007), 52 (F)

1−�2 (F) ≥
51 (F)

1−�1 (F) for all F ∈ [0, 1], we have

D ′2(`; @ )
D2(`; @ )

` ≥ 1,

which is equivalent to G2(`) ≥ 0. Therefore, ` ∈ [0, ˆ̀2] and ˆ̀2 ≥ ˆ̀1. Replicating the argument in
the Proof of Proposition 1 yields V∗2(@ ) ≤ V∗1(@ ). �

Proof of Proposition 4. Consider the public persuasionmechanism defined as

c (` |l) = 1 − f (6 (`), l) for all ` ∈ [0, 1], l ∈ {0, 1}

where again

6 (`) ≡ 1 − `
1 − ` +W` , W ≡ 1 − (? − @ )

? − @
1 − `A
`A

.
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Note that 6 (`) is strictly decreasing in `, with 6 (0) = 1 and 6 (1) = 0. Moreover, 6 (6 (`)) = ` for all
` ∈ [0, 1].

Take `, `′ ∈ [0, 1] with ` ≥ `′. Since 6 is strictly decreasing, 6 (`) ≤ 6 (`′). By Lemma 3, f (`,
l) is increasing in `, which implies: f (6 (`), l) ≤ f (6 (`′), l). Therefore, c (` |l) ≥ c (`′ |l). We
conclude that c (` |l) is increasing in ` and it is a cdf.

Next, we show thatEA [`] = `A , so that this is indeed a directmechanism. Substituting* ′f (6 (`))
and*f (6 (`)) − 6 (`)* ′f (6 (`)) by Lemma 3, we obtain

cA (`) = `Ac (` |l = 1) + (1 − `A )c (` |l = 0)

= `A (1 − f (6 (`), 1)) + (1 − `A ) (1 − f (6 (`), 0))

= `A −
`A

1 − (? − @ )
[
(1 −W )*f (6 (`)) + (1 − 6 (`) +W6 (`))* ′f (6 (`))

]
Multiplying the second term by −W

(1−6 (`)+W6 (`))2 6
′(`) = 1 and re-arranging terms yields

cA (`) = `A
1 − ?

1 − (? − @ ) +
1 − `A
? − @

[
(1 −W )

(1 − 6 (`) +W6 (`))2*f (6 (`)) +
1

1 − 6 (`) +W6 (`)*
′
f (6 (`))

]
6 ′(`).

Taking the integral and changing variables with D = 6 (`) gives∫ 1

0
cA (`)3` = `A

1 − ?
1 − (? − @ ) +

1 − `A
? − @

∫ D=6 (1)

D=6 (0)

[ 1 −W
(1 − D +WD )2*f (D ) +

1
1 − D +WD*

′
f (D )

]
3D.

Since 6 (0) = 1 and 6 (1) = 0, then∫ 1

0
cA (`)3` = `A

1 − ?
1 − (? − @ ) −

1 − `A
? − @

∫ 1

0

(
3

3`

*f (`)
1 − D +WD

)
3D

= `A
1 − ?

1 − (? − @ ) −
1 − `A
? − @

(
*f (1)
W
−*f (0)

)
By Lemma 3,*f (0) = ? − @ and*f (1) = 1 − ? , so

∫ 1
0 cA (`)3` = 1 − `A . Therefore,

EA [`] = `A ,

and we conclude that the public persuasionmechanism c is direct.
Finally, we show that c induces the same distribution of actions as f for each receiver in each

state. This is true because for each receiver 7 with prior `7 and each state l, the probability of
taking action 07 = 1 is

Pr{07 = l} = Pr
{

`
`7
`A

`
`7
`A
+ (1 − `) 1−`71−`A

≥ ? − @
�����l

}
= Pr

{
` ≥ 1 − `7

1 − `7 +W`7

�����l
}
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= Pr{` ≥ 6 (`7 ) |l}

= 1 − c (6 (`7 ) |l).

Since c (` |l) = 1 − f (6 (`), l), Pr{07 = l} = f (6 (6 (`7 )), l). Moreover, since 6 (6 (`)) = 1 for each
` ∈ [0, 1], Pr{07 = l} = f (`7 , l), and the result follows. �

Proof of Proposition 5. Consider the optimization problem in (7) with a change of variables,
where:

`> ≡
`A

(1 − >) (`A + (1 − `A )V) + >
(12)

Note that `> is strictly decreasing in V, with `> = `A when V = 1 and `> =
`A

(1−>)`A+> when V = 0.
Therefore, `> ∈ [`A , `A

(1−>)`A+> ]. With the change of variables, the optimization problem is

max
`> ∈[`A , `A

(1−>)`A +> ]

`A

`>
D (`> ; @ ) (13)

with amaximizer `∗> such that, by (12),

`∗> =
`A

(1 − >)
(
`A + (1 − `A )V̂> (@ )

)
+ >

(14)

Let ℎ (`> ) ≡ `A
`>
D (`> ; @ ) denote the objective function. Then,

ℎ ′(`> ) = −
`A

(`> )2
D (`> ; @ ) +

`A

`>
D ′(`> ; @ )

=
`A

`>

(
−
D (`> ; @ )
`>

+ D ′(`> ; @ )
)

Therefore, ℎ ′(`> ) ≥ 0 if and only if D ′(`> ; @ )`> − D (`> ; @ ) ≥ 0. As discussed in the proof of Propo-
sition 1, D ′(`> ; @ )`> − D (`> ; @ ) satisfies single-crossing from above, which means ℎ (`> ) is quasi-
concave with its peak at some ˆ̀ ∈ [0, 1].

To proceed with the proof, we consider three exhaustive cases:

1. If ˆ̀ < `A , in the relevant range of `> in (13), ℎ (`> ) is decreasing. Therefore, `∗> = `A . By (14),
V̂> (@ ) = 1.

At the end of the proof of Proposition 1, we showed that if ˆ̀ < `A , the optimal full commit-
ment policy involves V∗(@ ) = 1. Therefore, in this case, V̂> (@ ) = 1 =

1−>
1−> =

V∗ (@ )−>
1−> ≥ 0.

2. If ˆ̀ ∈ [`A , `A
(1−>)`A+> ], the peak of ℎ (`> ) remains in the relevant range of `> . Therefore, `∗> = ˆ̀.

By (14),
`A

(1 − >)
(
`A + (1 − `A )V̂> (@ )

)
+ >

= ˆ̀ (15)
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At the end of the proof of Proposition 1, we showed that if `A ≥ ˆ̀, then:

`A

`A + (1 − `A )V∗(@ )
= ˆ̀ (16)

Combining (15) and (16), we have:

`A

(1 − >)
(
`A + (1 − `A )V̂> (@ )

)
+ >

=
`A

`A + (1 − `A )V∗(@ )
=⇒ V̂> (@ ) =

V∗(@ ) − >
1 − >

where, by the fact that ˆ̀ ≤ `A
(1−>)`A+> and by (16), we have: V

∗(@ ) − > ≥ 0.

3. If ˆ̀ >
`A

(1−>)`A+> , in the relevant range of `> in (13), ℎ (`> ) is increasing. Therefore, `∗> =

`A
(1−>)`A+> . By (14), V̂> (@ ) = 0.

Since `A >
`A

(1−>)`A+> ≥ ˆ̀, in this case, V∗(@ ) is defined by (16). But then, the fact that ˆ̀ >

`A
(1−>)`A+> , combined with (16), implies: V∗(@ ) < > . Therefore, in this case, V̂> (@ ) = 0 ≥ V∗ (@ )−>

1−> .

In any case, we have shown that V̂> (@ ) = max
{
V∗ (@ )−>
1−> , 0

}
. �
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