THE UNIVERSITY OF St USCUniversity of

CHICAGO @4 Southern California

MIXWILD

User’s Guide

Mixed Model Analysis With Intensive Longitudinal Data

Donald Hedeker
Genevieve Fridlund Dunton

©2018, University of Chicago & University of Southern California

The development of MixXWILD program was supported by the National Heart, Lung, and Blood
Institute, National Institute of Health - “Novel Statistical Models for EMA Studies of Physical
Activity” Grant 5R01HL121330-05.

We thank Chih-Hsiang (Jason) Yang for his great effort in creating this document.
We also thank Rachel Nordgren, Eldin Dzubur, Aditya Ponnada, and Stephen Intille who
contributed heavily to the development of this software.

Special thanks to Chih-Ping Chou, Jimi Huh, and Jaclyn Maher for their helpful comments
and suggestions.

The suqggested citation for this program is:

Dzubur, E., Ponnada, A., Nordgren, R., Yang, C-H., Intille, S., Dunton, G. F., & Hedeker, D.
(2019). MixXWILD: A freeware program for mixed model analysis with intensive longitudinal
data. Behavior Research Methods (in press).




Table of Contents

1. Overview of Mix Suite: The two-stage approach..............cceeiiiiiiiiiiiiiici e 1
1.1. Instructions for downloading the MiXWILD Program ...........cccceevvvveuiiiiiieeeeeeeeeeiriiee e 2
1.2. Instructions for formatting your dataset to be MiXWILD friendly .........c..cccovvviiiiiiiinnnnnnnn. 2
1.3. Description of the example datasert .............uuuuuiiiiiiiiiiiiiiii s 3
1.4. MiXWILD compatibility notes for Windows and macOS USEIS .............euuuvvimmiminiiminninnnnnnns 4

2. Example 1: Running a standard multilevel model (MLM) using MiXWILD ...................eee. 5
2.2. Step-by-step instructions for specifying a standard multilevel model ...............ccccovnneen. 6
2.2. Brief interpretation of the multilevel model results ...............coeeeiiiiiiiiiiiiiiii e, 14

3. Example 2: Running Mixregls - Linear Regression model in MiXWILD ..................cceeveen. 15
3.1. Step-by-step instructions on running Mixregls - Linear Regression model ................... 16
4.2. Brief interpretation of the Mixregls - Linear Regression model results ............ccccc.ouue... 29

4. Example 3: Running Mixregls- Logistic Regression model in MiXWILD..............ccccovvvvvvnnnnn. 31
4.1. Step-by-step instructions for running Mixregls-Logistic regression model .................... 32
4.2. Brief interpretation of Mixregls-Logistic regression model results..............cccceevvvvvvvnnnnnn. 41

5. Example 4: Running Mixregmls- Linear regression model in MiXWILD .............cccoeeeeeieenn. 43
5.1. Step-by-step instructions on running Mixregmls - Linear regression model ................. 44
5.1. Brief interpretation of Mixregmls - Linear Regression model results..................ccceeeeeee 55

6. Example 5: Running Mixregmls - Logistic regression model in MiXWILD .............ccccccvvvennnns 57
6.1. Step-by-step instructions for running a Mixregmls- Logistic regression model ............. 58
6.3. Brief interpretation of Mixregmls-Logistic regression model result ...................occoeeees 69

7. Appendix A: Steps to take when the program does not converge to a solution................... 73

8. Appendix B: Steps to plot the random subject effects from the ebvar file solution............... 76



1. Overview of Mix Suite: The two-stage approach
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Stage 1 models

Mixregls (Mixed effects Regression Location Scale modeling): This multilevel model
estimates a mixed-effects location scale model, including a random subject intercept and a
random subject scale effect. A random subject intercept effect reflects a subject’s mean (or
location), and a random scale effect reflects a subject’s variability, respectively.

Mixregmls (Mixed effects Regression Multiple Location Scale modeling): This model
estimates a mixed-effects location scale model, including a random subject intercept and
slope(s), as well as arandom subject scale effect. The random subject intercept and
slope(s) are considered location effects because they reflect a subject’'s mean response, while
the random subject scale effect reflects a subject’s variability.

Stage 2 models

Linear Regression model: This single level linear regression model predicts a continuous
subject-level outcome using the random subject effects from the Stage 1 model as
regressors. The random effects can be included in this linear regression model as main effects
and as interactions with other subject-level regressors.

Logistic Regression model: This single level logistic regression model predicts a binary or
ordinal subject-level outcome using the random subject effects from the Stage 1 model as
regressors. The random effects can be included in the (binary or ordinal) logistic regression
model as main effects and as interactions with other subject-level regressors.



1.1. Instructions for downloading the MixWILD program

ok

Visit: https://reach-lab.github.io/MIXWILDGUI/
Submit your email prior to downloading the application in the web page to receive

notifications on major software updates.
Click on macOS (64-bit) or Windows (32-bit) to download the

program.
Select your directory to save the program.

When finished downloading, double-click on the MixWILD icon

follow the instructions to complete installation.

A

MiWILD

and

1.2. Instructions for formatting your dataset to be MixXWILD friendly

N

The dataset should be a .csv file with variable names in the first row.

Data should be in the long format and sorted ascending or descending by ID number.
Missing values should not be blank or periods (.) in the dataset and should be coded
as numeric values only (e.g., -999').

Example dataset overview
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https://reach-lab.github.io/MixWildGUI/

1.3. Description of the example dataset
Intensive longitudinal data (Number of subjects=1245) from an ecological momentary

assessment (EMA) study (range between 4-14 days) will be used as an example dataset to

demonstrate different models in the MixXWILD program.

Variables in the example dataset

ID: Participant ID number

SEX: 0 (female); 1 (male)

AGE: Number of years (centered around mean age=29.29)
WEEKEND: 0 (weekday); 1 (weekend)

DOW: Day of week; 0: Monday, 1: Tuesday, ..
POS_AFFECT: Levels of positive affect reported in each prompt

., 6: Sunday

NEG_AFFECT: Levels of negative affect reported in each prompt

MVPA_daily_mins: Daily averaged moderate-to-vigorous physical activity time
in minutes

SED_daily _hours: Daily averaged sedentary time in hours

OBESE: 0 = not obese; 1 = obese

BMI: Body Mass Index (centered around mean BMI=24.66)

Descriptive summary of the example variables

Variable Type T.:,::::;?g':g:: N | Mean SD Min Max Range
1 ID Nominal Time-invariant 15167 | 639.07 | 393.94 1 1369 1368
2 | AGE (centered) Continuous Time-invariant 14851 0 16.37 | -23.53 | 47.47 71
3 SEX Dichotomous Time-invariant 14899 0.74 0.44 0] 1 1
4 DOW Categorical / Ordinal Time-varying 15167 3.53 2.25 0 6 6
5 WEEKEND Dichotomous Time-varying 15167 0.5 0.5 0] 1 1
6 POS_AFFECT Continuous Time-varying 13514 | 43.75 13.7 10 70 60
7 | NEG_AFFECT Continuous Time-varying 13491 | 28.91 14.11 10 70 60
8 |MVPA_daily_mins Continuous Time-invariant 14750 | 4196 | 12.34 | 15.07 | 88.46 @ 73.39
9 | SED_daily_hours Continuous Time-invariant 14094 | 9.41 1.56 5.35 15.3 9.95
10 | OBESE Dichotomous Time-invariant 14432 0.47 0.5 0 1 1
11 | BMI (centered) Continuous Time-invariant 14511 0 6.87 | -11.25| 23.89 | 35.14




1.4. MixXWILD compatibility notes for Windows and macOS users

The user interface for MixXWILD runs in a Java runtime environment that provides feature parity
between Windows and Mac versions. Native 64-bit binaries for macOS and Windows written in
Fortran are used to execute statistical analyses and generate model output.

To allow for compatibility with older operating systems and architecture, the Windows
version features an option to use 32-bit binaries.

Users running MixWILD in a virtual machine, such as VMWare or Parallels, should ensure
working directories are isolated from hypervisor processes that allow sharing between host
and guest. These include common directories such as Downloads, Desktop, and

Documents. Instead, create a new folder located at “C:/MixWILD” to improve compatibility.

Suggested references for mixed-effects location-scale model

Hedeker, D., & Nordgren, R. (2013). MIXREGLS: a program for mixed-effects location
scale analysis. Journal of statistical software, 52(12), 1.

Hedeker, D., Mermelstein, R.J., & Demirtas, H. (2012). Modeling between-subject and
within-subject variances in ecological momentary assessment data using mixed-effects
location scale models. Statistics in medicine, 31(27), 3328-3336.

Maher J.P., Dzubur, E., Nordgren, R. Huh, J., Chou, C.P., Hedeker, D., Dunton, G. F. Do
fluctuations in positive affective and physical feeling states predict physical activity and
sedentary time? Psychology of Sport and Exercise. In press.

Maher, J.P., Huh, J., Intille, S., Hedeker, D., & Dunton, G.F. (2018). Greater variability in
daily physical activity is associated with poorer mental health profiles among obese
adults. Mental Health and Physical Activity, 14, 74-81.



2. Example 1. Running a standard multilevel model (MLM)
using MixWILD
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Example question for applying standard multilevel model in MixWILD

e Examine whether participants’ momentary negative affect (within-subject,
continuous, time-varying variable) can predict their momentary positive affect
(within-subject, continuous, time-varying variable), after controlling for sex.

Regressors: Sex (time-invariant); Negative affect (time-varying)

Outcome: Positive affect (time-varying)
Note:

e A standard multilevel model can be specified in the Stage 1 interface by selecting

the “None” option for the Stage 2 Outcome.

¢ Interaction terms are not generated automatically by the Stage 1 interface. If you
would like to test interaction(s), you must manually create interaction variable(s) in

your dataset before running the program.




2.2. Step-by-step instructions for specifying a standard multilevel mo
del in MixWILD
1. Double-click on the MixWILD icon to open the main window.

2. Click on “File” and then select “New Model” (or use keyboard shortcut Ctrl + N).

4

I

MiWILD

| £ Mix Suite
| File| Heip
New Model Crl-N
Modify Stage 1 and 2
Modify Stage 2 Only
Super User Mode

Exit Crl-

5]

Mix{WILD}

Mixed model analysis With Intensive Longitudinal Data

3. Click on “Instructions” to make sure your data are in the correct format.

&

Is your dataset Mix{WILD} friendly? Check here...

" | Browse

Data File:

Title:

X

Random Location Effects:

Random Scale?

) Intercept _ Intercept + Slope(s)

Please follow these instructions ...

- You should always use a .csv file

- You should ensure that missing values are not blanks
- Missing value codes should be numeric only

- Please ensure that the data is sorted by IDs

- The first row in the .csv file should be column names

Stage 2 Outcome: ) Continuous  _ Dichotomous/Ordinal ~ _ None
Contains missing values? (' Yes (' No
Missing value code:
|mm Cancel | | Reset | | Submit

| Gotit




4. Click on “Browse” to select the location of your data file (in .csv) and then click
“Open”-

|£] Open X

Look In: |- MIXWILD |~

3 lﬁxwid_example_data.csvl

File Name:  |Mixwild_example_data.csv |

Files of Type: |Data files I~

[ open ]| cancer |

Vinéa [ cancet [  Reset ]l\Submit [

5. Click on “View Data” to preview your data file and to verify the data and format are
correct.

| £ Mix Suite

File Help

[ Stage 1 Configuration | Stage 2 Configuration | Stage 1 Results | Stage 2 Resulis | View Model | View Data,
Imported data file: Mixwild_example_data.csv

ID AGE SEX WEEKEND DOW 0OBESE Bl NEG_AFFE..| POS_AFFE..|MVPA_daily..|SED_daily_..

1 10.47 1 0 0 1 -4.79 140 27 38.19 -999
1 10.47 1 0 1 1 -4.79 -999 30 38.19 -999
1 10.47 1 0 1 1 -4.79 50 35 38.19 -999
1 10.47 1 il 5 1 -4.79 10 8 38.19 -999
1 10.47 1 0 1 1 -4.79 35 43 38.19 -999
1 10.47 1 1 5 1 -4.79 140 44 3819 -999
1 1047 1 0 1 1 -479 10 -999 38.19 -999
1 10.47 1 0 0 1 -4.79 120 -999 38.19 -099
1 10.47 1 0 0 1 -4.79 30 -999 38.19 -999
1 10.47 1 0 0 1 -4.79 140 -999 38.19 -999
1 10.47 1 il 5 1 -4.79 140 -999 38.19 -999
12 2047 1 0 3 1 -4.79 52 15 22.03 9.48
12 2047 1 0 12 1 -4.79 39 17 22.03 9.46
2 20.47 1 0 3 1 -4.79 149 22 22.03 9.46
12 2047 1 1 6 1 -4.79 50 22 22.03 9.46
12 20.47 1 1 6 1 -4.79 59 24 22.03 9.46
12 2047 1 il 5 1 -4.79 30 33 22.03 9.46
12 2047 1 il i 1 -4.79 120 35 22.03 9.46
12 2047 1 0 14 1 -4.79 10 38 22.03 9.48
2 20 47 1 1 3] 1 -479 140 39 2203 9.46
2 20.47 1 1 G 1 -4.79 41 44 22.03 9.46
12 2047 1 1 5 1 -4.79 50 46 22.03 9.46
12 20.47 1 0 14 1 -4.79 50 43 22.03 9.46
12 2047 1 il 5 1 -4.79 140 49 22.03 9.46
12 2047 1 1 5 1 -4.79 140 49 22.03 9.48
12 2047 1 0 14 1 -4.79 50 a1 22.03 9.46
2 20.47 1 0 2 1 -4.79 10 52 22.03 9.46
12 2047 1 0 0 1 -4.79 50 59 22.03 9.46
12 20.47 1 0 0 1 -4.79 30 62 22.03 9.46
12 2047 1 il 5 1 -4.79 140 65 22.03 9.46
12 2047 1 il 5 1 -4.79 120 66 22.03 9.46
3 17.47 1 0 12 1 -4.79 61 15 22.03 9.48
3 17.47 1 0 4 1 -479 38 22 2203 9.46
3 17.47 1 1 G 1 -4.79 G0 25 22.03 9.46
3 17.47 1 0 12 1 -4.79 33 38 22.03 9.46

mp




Add a title for your output files. This title name is later displayed in your output files.
Select “Intercept” from Random Location Effects specification and uncheck
“Random Scale”.

8. Select “None” for Stage 2 Outcome.

9. Click on missing values if there are any in your dataset; specify the missing value
code in the box (e.g., -999).

N o

(2]

Is your dataset Mix{WILD} friendly? Check here...
Data File: |dard ru1Lrv1\I'u1ixwiId_example_data.csv| Browse

[Mizwild_Mixreg_output |

Title:

Random Location Effects: @) ntercept (' Intercept + Slope(s)

Random Scale? (|

Stage 2 Outcome: ) Continuous ) Dichotomous/Ordinal @' None

Contains missing values? @ Yes () No

Missing value code: -999

|mm | Cancel || Reset || Submit |

10. After you submit this first page, you will advance to the page that enables you to
configure your Stage 1 model.

[£) Mix Suite

File Help

Stage 1 Configuration | Stage 2 Configuration | Stage 1 Results | Stage 2 Results | View Model | View Data

Stage 1 Regressors
Selected model configuration:

Random location effects: Intercept
Stage 2 outcome: None Mean BS Variance WS Variance Mean BS Variance WS Variance
Level-1 Level-2

ID Variable:
fo =]

Stage 1 Outcome:

POS_AFFECT [~]

‘ Configure Stage 1 Regressors ... ‘

‘ Options ... ‘

Specify the relationship between the
mean and WS variance.

® No Association
(! Linear Association

(! Quadratic Association

VX

Reset H Run Stage 1




11.0n the Stage 1 Configuration page, select your ID variable and positive affect (a

time-varying variable) as your outcome variable.
12.By default, “No Association” is assumed between the mean and within-subject

variance (only relevant for models with random scale). For random scale models, a
linear or quadratic association is also possible.

| £ Mix Suite — (] =
File Help
Stage 1 Configuration | Stage 2 Configuration | Stage 1 Results | Stage 2 Results | View Model
Stage 1 Regressors
Mean BS Variance WS Variance

Mean BS Variance WS Variance
1D Variable:
Level-1 Level 2

‘\D |"
Stage 1 Outcome: Ste p 1 1
‘POS_AFFECT |"

Modify Stage 1 Regressors ... |

Options ... |

Specify the relationship between the
mean and WS variance.

@ No Association
) Linear Association
P Step 12

LALC —_—

13.Click on “Modify Stage 1 regressors” to add other regressors.
14. Select and add time-varying regressor “NEG_AFFECT” and time-invariant

regressor “SEX” into the corresponding boxes.

File Help

Stage 1 Configuration | Stape Z figurat Stage 2 Results | View Model | View Data

T Stage 1 Results I
Stage 1 Regressors

Selected model configuration:

Random location effects: Intercept
Stage 2 outcome: None Mean BS Variance WS Variance Mean BS Variance WS Variance
Level-1 Level-2
1D Variable: S
(1] -
Stage 1 Outcome: . Variables Level-1 (Time Varying)
AGE i ~ |NEG_AFFECT
POS_AFFECT - WEEKEND Add
DowW .
(OBESE Remove
Configure Stage 1 Regressors ..., .
MVPA_daily_mins
Options ... SED_daily_hours
Specify the relationship between the
mean and WS variance. Level-2 (Time Invariant)
r . |SEX
® No Association Add
Linear Association [
Remove
Quadratic Association
V11"
Run Stage 1
|mm Cancel | | Reset | | Subamit
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15. Select the box in the mean column to allow regressors to predict the mean level of

outcome only.

16.Select “Disaggregate” for time-varying variable(s) in the mean column if the

decomposition of the within-subject and between-subject effects in predicting the

outcome is desired.

(&

File Help

ige 1 Configuration tage 2 Configuration age 1 Results age 2 Results iew Model iew Data
Stage 1 Confi i St 2 St 1 Result: St 2 Result: Vi Model | Vi Dat:

Selected model configuration:
Random location effects: Intercept
Stage 2 outcome: None

ID Variable:

Level-1

Mean

Stage 1 Regressors

BS Variance

WS Variance Mean

Level-2

BS Variance

WS Variance

oo [~]

Stage 1 Outcome:

‘PDS_AFFECT | - |

‘ Configure Stage 1 Regressors ... ‘

‘ Options ... ‘

NEG_AFFECT

Disaggregate?

SEX
| O

Specify the relationship between the
mean and WS variance.

(@ No Association

O Linear Association

) Quadratic Association

V11>

‘ Reset

‘ ‘ Run Stage 1 ‘

17. Click on “Options” to change other default settings if needed.
18. For models that do not include a random scale effect, removing subjects with no
variance in outcome variable (positive affect in this example) is not necessary. Click

on “Submit’ to continue.

|| Options ...

Mean Intercept:

Quadrature Points:

Adaptive Quadrature;

I\VI[X

T

BS Variance Intercept:
WS Variance Intercept:
Convergence Criteria: 0.00001

— >
Maximum Iterations: 200
Ridge: IEE
Standardize All Regressors? ]

Discard Subjects with no Variance?|[ ]

Resample Stage 2:

No. of Samples:

Cancel ‘ | Reset ‘ | Submit .‘




19.Verify your model specifications and click on “Run Stage 1” to generate the
definition (Def) file. The definition file contains the syntax that instructs the program
to estimate the specified model. You can save the definition file by clicking “Save

Def File”.

B
File Help

Stage 1 Configuration | Stage 2 Configuration | Stage 1 Results | Stage 2 Results | View Model |  View Data

Results from stage 1 analysis

M

&

Mixwild Mixreg cutput
Created with MixWILD GUI

"C:\Users\chihhsiy\Desktop\mixwild example for standard MIM\Mixzwild ex

ample_data.dat”

Mixwild example data Output

11 1 0 0 0 0 0 1 0
500 0.00000 1 1 1
1 8

3

POS_AFFECT
SEE

NEG_AFFECT

0 0.00001 11 1 200 -99%

0 0 0.10

Save Def File

Save Results As ...

20. In the definition file, click on “Proceed” to run your model and generate model

output files.

21. A window will appear while model estimation is in progress.

| | Please wait ... - *
FIEWILDT UL ZT52Z19 7630015932 Z CIZ9Z3 [Z 1250032 =
MIXWILD: -2 Log-Likelihood = 890533.78953 ]
MIXWILD: Newton-Raphson Iteration 12 with ridge 0.1000
MIXWILD: maximum correction and derivatiwve
MIXWILD: 0.25670914713273146 27.709763096268119
MIXWILD: -2 Log-Likelihood = 90532.71833
MIXWILD: Newton-Raphson Iteration 13 with ridge 0.1000
MIXWILD: maximum correction and derivative
MIXWILD: 0.23600586529592213 24.182840197927160
MIXWILD: -2 Log-Likelihood = 90531.84976
MIXWILD: Newton-Raphson Iteration 14 with ridge 0.1000
MIXWILD: maximum correction and derivatiwve
MIXWILD: 0.21539738037375884 21.443158948091941
MIXWILD: -2 Log-Likelihood = 90531.14288
MIXWILD: Newton-Raphson Iteration 15 with ridge 0.1000
MIXWILD: maximum correction and derivative
MIXWILD: 0.19583121675913986 19.186896512874963
MIXWILD: -2 Log-Likelihood = 890530.56445
MIXWILD: Newton-Raphson Iteration 16 with ridge 0.1000
MIXWILD: maximum correction and derivative
MIXWILD: 0.17767077836790239 17.255165663695497
MIXWILD: -2 Log-Likelihood = 90530. 73
MIXWILD: Newton-Raphson Iteration 17 with ridge 0.1000
MIXWILD: maximum correction and derivative
MIXWILD: 0.18101013532532055 15.5613470775916510 ]
MIXWILD: -2 Log-Likelihood =
MIXWILD: Newton-Raphson Iteration with ridge 0.1000
MIXWILD: maximum correction and derivative r
MIXWILD: 0.14581959228264627 14.055274336701141
MIXWILD: -2 Log-Likelihood = 90529.33475%

=
H| I
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22.1f the following warning message appears, it indicates that computational difficulties
were encountered and prevented the model parameters from being estimated
successfully. In this case, confirm the format of your dataset and your model
specifications. Troubleshooting suggestions are listed in Appendix A.

Execution fai

X

e
\U Failed to build model. Please revisit your regressors and try again. For more information, checkout help docs.

] ’|

Cancel Analysis | _

23. When the model analyzing is completed, the Stage 1 results can be seen by clicking
the “Stage 1 Results” box.

File Help

| stage 1 Confi | Stage 2 Configuration | Stage 1 Results | Stage 2 Resulis | View Model | View Data |

Results from stage 1 analysis \

Model without Scale Parameters

Total Iterations = 20

Final Ridge value = 0.0

Schwarz's Bayes.

Variable Estimate  AsymStdError z-value p-value

BETA (regression coefficients)




24. All files generated from the program can be found in a folder with the prefix
MixWILD under the same directory of your dataset.

13

5

» MEWILD v Search MEXWILD
™
~ Mame Date modified Type Size
I MIEXWILD1519885795 3/6/2018 5:22 PM File folder
B3:| Minwild_example_data 2/26/2018 11:54 AM  Microsoft Excel C... £33 KB

25. In the Output_1 txt file, you can find your results that are identical to the results

found in the Stage 1 results box

WILD » MIEXWILD1519889795
Fat
Mame Date modified Type Size
work 3/6/2018 5:39 PM File folder
[8=] mix_random 2/26/2018 2110 PM Application 665 KB
[52] mixor 2/26/2018 210 PM Application 914 KB
[8=] mixreg 2/26/2018 210 PM Application 967 KB
Mj MIXREGLS_RAMNDOM_MIXREG 2/26/2018 210 PM DEF File 1KB
| Misewild_example_data 3/6/2018 5:30 PM DAT File 635 KB
| Miswild_example_data_Output 2/26/2018 210 PM DEF File 1 KB
I | Mizowild_example_data_Output_1 2/26/2018 2:10 PM OUT File 11 KB
J Mixwild_example_data_Cutput_ebwvar 22672018 210 PM DAT File 32 KB
[ repeat_mixor 2/26/2018 210 PM Application G20 KB
[85] repeat_mixreg 2/26/2018 210PM  Application 677 KB
Model without Scale Parameters
Total Iterations = 28
Final Ridge wvalue = 8.8
Log Likelihood = -45427.886
Akaike's Information Criterion = -45433.886
Schwarz's Bayesian Criterion = -45448 . 386
==>» multiplied by -2
Log Likelihood = 90854.172
Akaike's Information Criterion = 98866.172
Schwarz's Bayesian Criterion = 98896.772
Variable Estimate AsymStdError z-value p-value
BETA (regression coefficients)
Intercept 48.59915 1.26909 38.29451 0 .0oe0e
SEX -8.64593 8.57666 -1.12013 B.26266
MEG_AFFECT_BS -8.15785 8.83967 -3.97891 0.eeee7
MEG_AFFECT_WS -8.10a97 0.00806 -12.52025 0.00000
ALPHA (BS wariance parameters: log-linear model)
Intercept 4.13@75 @.85169 79.91641 0.06000
TAU (WS variance parameters: log-linear model)
Intercept 4.83616 @.81385 349.16421 0.00000
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2.2. Brief interpretation of the multilevel model results

Total TIterations = 28
Final Ridge wvalue = 8.8

Log Likelihood = -45427.886
Akaike's Information Criterion = -45433 . 886
Schwarz's Bayesian Criterdion = -45448 . 386

==> multiplied by -2
Log Likelihood = 9@854.172

Akaike's Information Criterion = 98866.172

Schwarz’'s Bayesian Criterion = 0B896.772
Variable Estimate AsymStdError z-value p-value
BETA (regression coefficients)

Intercept 438,59915 1.26989 38.29451 8.8eaee
SEX -8.64593 B.57666 -1.12813 B.26266
MEG_AFFECT_BS -8.15785 B.83967 -3.97891 8.eeae’
MEG AFFECT WS -8.18897 B.B8886 -12.52825 g .eeae
ALPHA (BS variance parameters: log-linear model)

Intercept 4.13875 B.85169 79.91641 ©.oeose
TAU (WS variance parameters: log-linear model)

Intercept 4.83616 B.81385 349.16421 ©.oeose

Notice that the model results do not include effects on the BS or WS variances; as
they were not specified earlier. Alpha and Tau intercepts are default parameters in
the output table. These represent the BS and WS variances of positive affect,
respectively, on the log scale.

Results show that after controlling for sex, individuals who have higher mean
negative affect have lower mean levels of positive affect (BS estimate = -0.1579, p
<.001).

When individuals have higher momentary negative affect than their own mean, they
have lower momentary positive affect (WS estimate =-0.1010, p <.001).

The BS variance in positive affect is reported as the Intercept estimate under Alpha,
estimated as exp(4.13) = 62.18. The WS variance in positive affect is reported as the
Intercept estimate under Tau, estimated as exp(4.84) = 126.47. Thus, the intraclass
correlation (ICC) for positive affect is estimated as 62.18 / (62.18 + 126.47) = 0.33.
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3. Example 2: Running Mixregls - Linear Regression model

in MixXWILD
Continuous
Mixregls R Lmea.r
Random subject egression
int t (and Continuous
intercept tan Outcome subject-level
\& random scale)
r’-\(\% outcome
),
(&
60,
(¢)
%,
Random %
Mix Suite Location Effects Stage 1 "0, Stage 2
Q/.
£3 &
Qo
&
(\\
Uy o
ol . —
Mixregmls Logistic
Random subject Outcome Regression
intercept, Dichotomous or
slope(s), and ordinal subject-
random scale level outcome
>

Dichotomous or Ordinal

Example research questions for Mixregls-Linear Regression model

e Examine whether subject-level mean (i.e., random intercept or within-person mean)
and subject level variance (i.e., random scale or degree of within-person /
intraindividual variability) of momentary positive affect (within-subject, continuous,
time-varying variable) predicts subject-level average sedentary hours per day
(between-subject, continuous, time-invariant variable), after controlling for sex and
day of week (DOW).

e Examine whether participants’ age (between-subject, time-invariant variable)
moderates the associations between participants’ mean level (i.e., random
intercept) and (i.e., random scale) variance in momentary positive affect in
predicting subject-level average hours per day of sedentary behavior (between-
subject, continuous, time-invariant variable), after controlling for sex and day of
week (DOW).

Stage 1 outcome variable: Positive affect (time-varying)

Stage 1 regressors: Day of week (time-varying); Sex (time-invariant)

Stage 2 outcome variable: Average sedentary hours per day (time-invariant)

Stage 2 regressors: Age (time-invariant); Age x Random Intercept interaction; Age x
Random Scale interaction
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3.1. Step-by-step instructions on running Mixregls - Linear
Regression model in MixWILD

1. Double-click on the MixWILD icon to open the main window.
2. Click on “File” and then select “New Model” (or use keyboard shortcut Ctrl + N).

£ Mix Suite

[File| Heip
New Model Crl-N
Modify Stage 1 and 2
Modify Stage 2 Only
Super User Mode
Exit Ctri-Q

&
f w®

Mix{WILD}

Mixed model analysis With Intensive Longitudinal Data

3. Click on “Instructions” to make sure your data are in the correct format.

= - X

Is your dataset Mix{WILD} friendly? | Check here../%

a

DataFie: | ! s 2 -

Title: | |

Please follow these instructions ...

Random Location Effects: 7 intercept ) Intercept + Slope(s)

Random Scale?

- You should always use a .csv file

Stage 2 Outcome: ) Continuous ' Dichotomous/Ordinal ) None S
- You should ensure that missing values are not blanks

Contains missing values? (' Yes ( No

Missing value code:

- Missing value codes should be numeric only
- Please ensure that the data is sorted by IDs

- The first row in the .csv file should be column names

Gotit

|mm Cancel | | Reset | | Submit




4. Click on “Browse” to select the location of your data file (in .csv) and then click
“Open”-

|£] Open X

Look In: llelXWILD l" I

D Hixﬁd_example_data.csvi

File Name:  [Mixwild_example_data.csv |

Files of Type: |Data files v l

—3 I Open ¢ Cancel I

m [ cancel [ Reset [ %ubmit |

5. Click on “View Data” to preview your data file to verify your data and format are
correct.

| 2] Mix Suite -

File Help

[ stage 1 Configuration | Stage 2 Configuration | Stage 1 Results | Stage 2 Results | View Model | View Data |
Imported data file: Mixwild_example_data.csv

ID AGE SEX WEEKEND Dow OBESE Bl NEG_AFFE..| POS_AFFE..MVPA_daily..|SED_daily_

1 10.47 1 0 0 1 -4.79 40 27 3819 -999
1 10.47 1 0 1 1 -4.79 -999 30 38.19 -999
1 10.47 1 0 1 1 -4.79 50 35 3819 -999
1 10.47 1 1 5 1 -479 10 38 3819 -999
1 10.47 1 0 1 1 -4.79 35 43 3819 -999
1 10.47 1 1 5 1 -4.79 40 44 3819 -999
1 10.47 1 0 1 1 -4.79 10 -999 3819 -999
1 10.47 1 0 0 1 -4.79 20 -999 3819 -999
1 10.47 1 0 0 1 -4.79 30 -999 3819 -999
1 10.47 1 0 0 1 -4.79 40 -999 3819 -999
1 10.47 1 1 5 1 -4.79 40 -999 38.19 -999
2 2047 1 0 3 1 -4.79 52 15 22.03 9.48
2 2047 1 0 2 1 -4.79 39 17 22.03 9.46
2 2047 1 0 3 1 -4.79 49 22 22.03 9.48
2 2047 1 1 6 1 -4.79 50 22 22.03 9.46
2 2047 1 1 g 1 -4.79 59 24 22.03 9.48
2 2047 1 1 5 1 -479 a0 33 22.03 9.46
2 2047 1 1 g 1 -4.79 20 35 22.03 9.46
2 2047 1 0 4 1 -4.79 10 38 22.03 9.45
2 2047 1 1 g 1 -4.79 40 39 22.03 9.46
2 2047 1 1 & 1 -4.79 41 44 22.03 9.45
2 2047 1 1 5 1 -4.79 50 48 22.03 9.46
2 2047 1 0 4 1 -4.79 50 48 22.03 9.46
2 2047 1 1 5 1 -4.79 40 49 22.03 9.46
2 2047 1 1 5 1 -4.79 40 49 22.03 9.48
2 2047 1 0 4 1 -4.79 50 51 22.03 9.46
2 2047 1 0 2 1 -4.79 10 52 22.03 9.48
2 2047 1 0 0 1 -4.79 50 59 22.03 9.46
2 2047 1 0 0 1 -4.79 30 62 22.03 9.48
2 2047 1 1 5 1 -479 40 65 22.03 9.46
2 2047 1 1 5 1 -4.79 20 68 22.03 9.46
3 17.47 1 0 2 1 -4.79 61 15 22.03 9.45
3 17.47 1 0 4 1 -4.79 38 22 22.03 9.46
3 17.47 1 1 & 1 -4.79 60 25 22.03 9.45
3 17.47 1 0 2 1 -4.79 33 38 22.03 9.46

mD

4]
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6. Add title to your output files. This title name is later displayed in your output files.

7. Select “Intercept” from Random Location Effects specification for the subject-level
mean and check “Random Scale” for subject-level variability

8. Select “Continuous” for the Stage 2 outcome.

9. Click on missing values if there are any in your dataset; specify the missing value
code in the box (i.e., -999 in the example dataset).

£ — e

Is your dataset Mix{WILD} friendly? Check here...

Data File: |nm|xuu|ld example datalruhand_exami Browse

Title: |ru1|and_Example_G utput |

Random Location Effects: @) |ntercept O Intercept + Slope(s)

Random Scale?

Stage 2 Outcome:  ® Continuous ) Dichotomous/Ordinal ) None

Contains missing values? ® Yes (' No

Missing value code:  [-999

|mm Cancel Reset Submit

10. After you submit, the interface will take you to the page that enables you to configure
your Stage 1 model.

11.0n the Stage 1 configuration page, select your ID variable and positive affect as
your Stage 1 outcome variable.

12. Specify the association between mean and within- subject (WS) variance of the
outcome variable, which is the association of the random location and random scale
effects. “Linear Association” is selected for the following example. For random
scale models, a quadratic association is also possible.



46} Mix Suite
File Help
Stage 1C | Stage 2 Configuration

Stage 1 Results | Stage 2Results | View Model

ID Variable:

Mean BS Variance

Level-1

Stage 1 Outcome:
Pos_pfFeCT -

Modify Stage 1 Regressors ...

Options ...

Specify the relationship between the
mean and WS variance.

No Association

® Linear Association

Quadratic Association

(VX

Step 11

Step 12 I

Stage 1 Regressors

WS Variance

Reset

BS Variance

WS Variance

Modify Stage 2

13.Click on “Modify Stage 1 regressors” to select other regressors.

14.Select and add time-varying regressor “DOW?” and time-invariant regressor “SEX”.

19

(Note that for demonstration, day of the week (DOW) is treated as a linear regressor

of positive affect. The user might want to instead treat this as a factor in the model

by creating 6 dummy codes for the 7 days.

&
File  Help
Stage 1 C

| Stage 2 Configuration |

Stage 1 Resulls | Stage ZResults | View Model | View Data

Selected model configuration:
Random location effects: Intercept
Stage 2 outcome: Continious

1D Variable:

Stage 1 Outcome:

Configure Stage 1 Regressors -

| Options ...

Specify the relationship between the
mean and WS variance.

No Association
& Linear Association

Quadratic Association

V] X

[ip -

POS_AFFECT o

Stage 1 Regressors

Mean
Level-1

BS Variance

WS Variance

Level-2

BS Variance

| £ Add Stage 1 Regressors

Variables

SEX

WEEKEND

Dow

OBESE

BMI

NEG_AFFECT
MVPA_daily_mins
SED_daily_hours

[\

=3 ‘

[ hs |
‘ :

"Remwel

Level 1 (Time Varying)

Level-2 (Time Invariant)

Cancel

Reset Submit

WS Variance

| ‘ Configure Stage 2
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15. Select to allow Stage 1 regressors to predict mean, between-subject variance,
and/or within-subject variance of Stage 1 outcome.

| £| Add Stage 1 Regressors — X

Variables Level-1 (Time Varying)
AGE DOW

WEEKEND l Add
OBESE g
BMI Remove l

NEG_AFFECT

LOG_MVPA_MINS l

SED_MEAN_MINS

Level-2 (Time Invariant)

SEX

]

Imm | cancel | [ Reset | [ submit ||

15.Select the boxes in the mean column, BS Variance column, and WS Variance
column to allow Stage 1 regressors to predict the mean, between-subject variance,
and/or within-subject variance of Stage 1 outcome, respectively. Day of week is
select to predict the mean.

16.Select “Disaggregate” for each of the time-varying variable(s) for which
decomposition of the within-subject and between-subject effects in predicting Stage
1 outcome is desired. Day of week is not aggregated in this example.

&) Mix Suite - o X
File Help
stage 1 C: | stage 2 Configuration | Stage 1 Results |  Stage 2 Results | View Model | View Data |
Stage 1 Regressors
Selected model configuration:
Random location effects: Intercept
Stage 2 outcome: Continious Mean BS Variance WS Variance Mean BS Variance WS Variance
Level-1 Level-2
ID Variable:
o [*]
Stage 1 Outcome:
|pos_asrect |
‘ Configure Stage 1 Regressors ... ‘
Dow O |
SEX
Options ... Disaggregate? O O O

Specify the relationship between the
mean and WS variance.

() No Association

(® Linear Association

(1 Quadratic Association

VX

Reset ‘ ‘ Configure Stage 2
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17.Click on “Options” to change other default settings if needed.

18.In most cases, Mean, BS and WS intercept should remain checked. Also, uncheck
the “Discard Subjects” option to use all data for analysis.

19.By default, the estimated random effects of the Stage 1 analysis (i.e., random
location and scale effects) are resampled 500 times in the Stage 2 analysis.
Resampling is necessary because the random effects are estimated quantities that

are entered as regressors in the Stage 2 model. (refer to the supplemental
documents for further description of Options settings)

| £ Options ... = X
b v] Maximum Iterations: { E&JE
BS Variance Intercept: V| T

e Ridge: {Aﬁ
WS Variance Intercept: [v]
Standardize All Regressors? N
Convergence Criteria: [9{0009_1_] Discard Subjects with no Variance?|[ |
Quadrature Points: |—11t‘1[ , -
Resample Stage 2: [v]
Adaptive Quadrature: V] No. of Samples: \ §99j’_‘:j
|mm Cancel ‘ ’ Reset ‘ ‘ Submit ]

20.Click on “Submit” and then go to “Configure Stage 2”.

Stage 1 Configuration Stage 2 Configuration r Stage 1 Results r Stage 2 Results r View Model r View Data |

Stage 2 Interactions

Main Effects Random Location Random Scale Location X Scale
Stage-2 Regressors

Stage 2 Outcome:

|sm_aaiy_nours | - |

‘ Configure Stage 2 Regressors.. ..

Stage 2 outcome should be a time-invariant variable
in your data set. If it is a time-varying variable, the
program will calculate each subject’s average and
treat this average as the Stage 2 outcome

‘ Reset ‘ ‘ Run Stage 1 and 2
I\
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21.Select “SED_daily_hours” as Stage 2 outcome variable.

22.Add Stage 2 regressor(s) into the model. Stage 2 regressor(s) are also generally
time-invariant variable(s), however if they are time-varying then the program will
calculate subject averages of those variables. Click on “Submit” when finished.

|£| Add Stage 2 regressors

Variables

WEEKEND

Dow

OBESE

BMI

NEG_AFFECT
MVPA_daily_mins
SED_daily_hours

M

Remove

I

- X

Level 2 {Time Invariant)

AGE

| Cancel ||

Reset | | Submit |

23.Select to add Stage 2 main effect(s) and interaction effect(s) with Stage 1 random
effects as regressors. For example, by clicking the “Location x Scale” box, a 3-way
interaction (AGE x Random location x Random scale) will be included to predict the

Stage 2 outcome. This Location x Scale interaction option is enabled only if main
effects are selected.

| £ Mix Suite
File Help

Stage 2 Qutcome:

Stage 1 Configuration |* Stage 2 Configuration | Stage 1 Results | Stage 2 Results | View Model | View Data

Stage-2 Regressors

Main Effects

Stage 2 Interactions

Random Location Random Scale Location X Scale

‘SED_dawly_hours

|v|

‘ Configure Stage 2 Regressors ... ‘

IAGE

V11X

Reset ‘ ‘ Run Stage 1 and 2
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24.Click on Stage 1 and Stage 2 configurations to verify your model. Click on “Run
Stage 1 and 2” to generate the definition file. The definition file contains the syntax
that instructs the program to estimate the specified model.

|2 Mix Suite

|
[ Stage 1 Configuration f Stage 2 Configuration | |IStage 1 Results |  Stage 2 Results | View Model | View Data
1 |

Stage 2 Interactions

Random Location Random Scale Location X Scale

Main Effects
Stage-2 Regressors
Stage 2 Outcome:
|5ED_da|\y_hours |v‘
‘ Configure Stage 2 Regressors ... ‘
AGE

V11

‘ Reset ‘ ‘ Run Stage 1 and 2

25.1In the definition file, click on “Proceed” to run your model and generate model
output files. If you see a field with the text “null”, it means that there is a mistake in

your model specifications that should be fixed.

2] Mix Suite
File Help
Stage 1C

| stage 2 Configuration | Stage 1 Results |  Stage 2 Results | View Model | View Dala

Results from stage 1 analysis ]

Mixwild Example Output
Created with MizWILD GUI

aon
Mixwild exarple data Cutput
00 0 o0

BOS_AFFECT

DOW  SEX
SEX.
SEX
1110

11

SED_daily_hours
AGE
ASE
RGE

M >*

"C:\Users\chihhsiy\Desktop\mixwild example data\Mizwild example_data.d

0 0 0.00001 11 1 200 -99% 0 1 0.10

m o
is..
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26.A window will appear while model estimation is in progress. The time for generating

the final output depends on the dataset size and complication of your specified
model. If your Stage 1 model has many regressors or if you select a large number

for resampling, the run time could range up to 5 to 10 minutes.

File Help

I S(aueﬂ‘r '7

n | stage 1 Results | Stage?

I\

2]

]

Cancel Analysis

27.1f the following warning message appears, it indicates that computational difficulties

were encountered that prevented the model parameters from being estimated
successfully. In this case, double-check the format of your dataset and your model
specifications. Some suggestions for steps to take are listed in Appendix A.

Execution failed!

X

‘\lj‘ Failed to build model. Please revisit your regressors and try again. For more information, checkout help docs.

»

Cancel Analysis




28.When estimation is completed, the Stage 1 and Stage 2 results can be seen by

clicking the Stage 1 and Stage 2 Results boxes, respectively.

File Help
[' Stage 1C [ Stage 2C [ Stage 1 Results r Stage 2 Results r View Model ' View Data ‘
Resuits from stage 1 analysis
-
Model WITH RANDOM Scale |
Total Iterations = 17
Final Ridge value = 0.0
Log Likelihood - -47914.216
Akaike's Information Criterion = -47923.216
Schwarz's Bayesian Criterion = -47945.843
multiplied by -2
Log Likelihood = 95828.432
Akaike's Information Criterion = 95846.432
Schwarz's Bayesian Criterion = 95891.686
[Variable Estimate AsymStdError z-value p-value
BETA (regression coefficients)
Intercept 42.57868 0.55031 77.37179 0.00000
DOW 0.39158 0.04563 8.58138 0.00000
ISEX -0.73865 0.60904 =¥ 0.22520
IALPHA (BS variance parameters: log-linear model)
Intercept 4.28473 0.09386 45.65031 0.00000 L
ISEX -0.14654 0.11109 -1.31913 0.18713
[TAU (WS variance parameters: log-linear model) =
Intercept 4.78679 0.03843 124.56564 0.00000
ISEX -0.0478 0.04447 -1.07528 0.28225 |
Random scale standard deviation
iStd Dev 0.40712 0.02080 19.57251 0.00000
Random location (mean) effect on WS variance =
m Save Results As ...
File Help
[ Stage 1C | Stage 2C ] Stage 1 Results ] Stage 2 Results | View Model | View Data
Results from stage 2 analysis
Scale -0.0000 7895 2.0324 0.6370 -
Locat_l*Scale -0.0242 -3.3730 3.6866 0 70
Number of replications = 500
Final Results
Average Log Likelihood (sd= 0.712)
Bkaike's Information Criterion =
Schwarz's Bayesian Criterion =
multiplied by -2
Log Likelihood 4 17 —
Bkaike's Information Criterion = 4 17
Schwarz's Bayesian Criterion 4262.914
[Variable Estimate AsymStdErrorxr -value p-value
Intercept 9.37372 0.06947 134.92350 0.00000
Bge 0.01798 0.00439 4.09480 0.00004 =
Locat_1 0.07699 0.06590 1.16843 0.24263
Locat_l*Age -0.00310 0.00360 -0.85909 0.39029
Scale 0.03241 0.08328 0.38913
Scale*Age 30 0.00455 6596
Locat_l*Scale -0.00638 0.08802 7
Resid.Variance 2.45392 0.10338
v
|

V]

Save Results As ...

25
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29.All files generated from the program can be found in a folder with the prefix MixWILD
under the same directory of your dataset.

MECWILD
Mame Date modified Type
I MIEXWILD151938987 3/6/2018 5:39 PM File folder I
£3=) Miowild_example_data 2/26/201811:54 AM Microsoft Excel Comma Separated Values File

30.The OUT files with suffix_1 and 2 are the results that are identical in the

Stage 1 and Stage 2 boxes in the MixWILD program.

Mame - Date modified Type Size
j mix_random 1192007 445 PM DEF File 1KE
[8] mix_random 1192017 4:43 PM Application 202 KB
[5=] mixreg 11/9/20017 4:43 PM Application 1,142 KB
j MIXREGLS_RAMDOM_MIXREG 11792017 4:43 PM DEF File 1KE
B=) Mixwild_example_data 11/9/2017 3:42 PM Microsoft Excel ... 1,148 KB
Mj Mizowild_example_data_Output 11/9/2017 4:43 PM DEF File 1 KE
Mil Mizwild_exarmple_data_Output_1 11/9/2017 445 PM QUT File 15 KB
El Miowild_example_data_Cutput_2 11,/972017 4:54 PM OUT File I EB
|j Miowild_example_data_Cutput_ebrando... 1192017 4:45 PM DAT File 11,029 KB
d Mizowild_example_data_Output_ebvar.dat 11,/9/2017 4:45 PM DAT File 23 KB
d Mizowild_example_data_Output_level2.dat 11,/972017 4:45 PM DAT File 26 KB
Mj Miowild_example_data_Output_random 11,/9/°2017 4:45 PM DEF File 1EB
Mj Miowild_example_data_Output_randorm_...  11/9/2017 4534 PM OUT File 2 KB
Mj Miowild_example_data_Output_repeat_m... 11/9/2017 445 PM DEF File 1EKB
Mj repeat_mixreg 11/9,2017 4:45 PM DEF File 1KE
[5=] repeat_mixreg 11/9/20017 4:43 PM Application 763 KB

31.The OUT files with suffix_1 contains the results from Stage 1 model.

32.There are three sets of submodel results in output_1: the first submodel does not
include scale parameters, the second submodel includes scale parameters but not
random scale parameters, and the third submodel includes both the scale and the

random scale parameters.

33.A brief description of the results from the third submodel will be provided in the

following section.




T
Model without Scale Parameters

Total Iterations = 15
Final Ridge walue = 8.8

Log Likelihood = -480874.154
Akaike's Information Criterion =  -480808.154
Schwarz's Bayesian Criterion = -480@95.238

==> multiplied by -2

Log Likelihood = 96148.308

Akaike's Information Criterion = 96160.388

Schwarz's Bayesian Criterion = 96190.477

Nariable Estimate AsymStdError z-value p-value
BETA (regression coefficients)

Intercept 42.57495 8.55182 77.26612 0.00800
DO ©8.39721 8.84749 8.36346 6.00000
SEX -8.725082 8.60446 -1.19945 8.23835
ALPHA (BS variance parameters: log-linear model)

Intercept 4.290858 8.089491 45.208633 0.00800
SEX -8.20952 8.11272 -1.85881 0.06305
TAU (WS variance parameters: log-linear model)

Intercept 4,83228 8.81339 36@.98308 6.00000
Model WITH Scale Parameters

Total Iterations = 19

Final Ridge value = 8.0

Log Likelihood = -48@71.771

Akaike's Information Criterion = -48@78.771

Schwarz's Bayesian Criterion = -48896.369

==> multiplied by -2

Log Likelihood = 96143.542

Akaike's Information Criterion = 96157.542

Schwarz's Bayesian Criterion = 96192.739

Variable Estimate AsymStdError z-value p-value
BETA (regression coefficients)

Intercept 42.57119 8.55126 77.22558 0.00000
DO 0.46004 @.04750 8.42273 ©.00000
SEX -8.73211 @.60471 -1.21867 @.22602
ALPHA (BS variance parameters: log-linear model)

Intercept 4.28008 8.89660 44.58391 ©.00000
SEX -8.19562 @.11361 -1.72189 @.88569
TAU (WS variance parameters: log-linear model)

Intercept 4.88483 8.02752 177.508260 0.00000
SEX -0.086836 ©.83150 -2.17@29 ©8.02999
Model WITH RANDOM Scale

Total Iterations = 17

Final Ridge wvalue = 8.0

Log Likelihood = -47914.216

Akaike's Information Criterion = -47923.216

Schwarz's Bayesian Criterion = -47945.843

==> multiplied by -2

Log Likelihood = 95828.432

Akaike's Information Criterion = 95846.432

Schwarz's Bayesian Criterion = 95891.686
Nariable Estimate AsymStdError z-value p-value
BETA (regression coefficients)
Intercept 42,57868 8.55031 77.37179 0.00000
DOW @.39158 8.084563 8.58138 @.0a000
SEX -8.73865 8.689%04 -1.21281 08.22520
ALPHA (BS variance parameters: log-linear model)
Intercept 4,28473 8.09386 45.85031 @.0a000
SEX -8.14654 8.111@9 -1.31913 08.18713
TAU (WS variance parameters: log-linear model)
Intercept 4.78679 8.03843 124.56564 @.0a000
SEX -8.04782 8.04447 -1.87528 8.28225
Random scale standard deviation
Std Dev @.40712 8.02080 19.57251 @.0a000
Random location (mean) effect on WS wvariance
Loc Eff -8.14581 8.02253 -6.47252 0.00000
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34.The OUT file with suffix_2 contains the results from Stage 2 model.

Mj Mixwild_sxample_data_Output_2 - Notepad

File Edit Format View Help

Mixwild Example2
Created with MixWILD GUI

Level 2 obervations = 1128

mean min max std dev
SED daily hrs 9.3941 5.3568 15.3000 1.5989
Independent variables

mean min max std dev
Age -2.1523 -23.5388 47,4780 16.4941

Random Location and Scale EB mean estimates

mean min max std dev
Locat_1 6.600a6 -2.4318 2.4368 @8.9a75
Scale -6. 68066 -1.7895 2.8324 8.637a@
Locat_1*Scale -@.8242 -3.3738 3.6866 g.e37@

35.Location_1 (random intercept) and Scale (random scale) main effects and their
interaction (Location_1*Scale) are default regressors in Stage 2 model results.

Average Log Likelihood -2186.858 (sd= 8.712)
fkaike's Information Criterion -2113.858
Schwarz's Bayesian Criterion = -2131.457

==>» multiplied by -2
Log Likelihood = 4213.717

[ T wcow I v B o T o T oo R s Y v

Akaike's Information Criterdion = 4227717

Schwarz's Bayesian Criterion = 4262.914
Variable Estimate AsymStdError z-value
Intercept 9.37372 8.86947 134.923568
Age 8.81798 8.88439 4.09480
EA 8.87699 .96590 1.16843
[Tocat_T7hge -g.ea3le 8.068366 -B.85989
[Scale 8.83241 B.88328 @.38913
'Scale*Age -0.08836 8.88455 -8.86596
Locat_1*Scale | -B.08638 6.888082 -B.87246
Resid.Varlance 2.45392 g8.18338 23.73881
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4.2. Brief interpretation of the Mixregls - Linear Regression model
results

Stage 1 model with random scale parameters

29

BETA (regression coefficients)

Variable Estimate AsymStdError z-value p-value

Intercept 42 .,56827 B.5515@ 77.18565 g.e0eea
Do B.39187 B.84564 8.56896 B.e0ees
SEX -8.75529 B.61828 -1.23761 B.21586
ALPHA (BS wvariance parameters: log-linear model)

Intercept 4,28374 B.89391 45,61587 @.eoeea
SEX -8.14547 B.11116 -1.38873 B.19863
TAU (WS variance parameters: log-linear model)

Intercept 4,78671 B.83845 124.58564 B.eooea
SEX -8.84727 g.ed4445 -1.86258 @.288081
Random scale standard deviation

5td Dew B.48728 B.82881 15.57622 B.epees
Random location (mean) effect on WS variance

[Loc Eff -8.14551 B.82253 -6.45824 @.e0eea

e The Stage 1 model (with random scale) shows that “Day of week (DOW)” is

positively related to positive affect (mean estimate=0.3911, p<.01). People report

higher positive affect when it is closer to weekend (O=Monday, 1=Tuesday,...,
6=Sunday. (As mentioned earlier, DOW is used as a linear regressor of positive
affect for this example. Users might want to instead treat this as a factor in the
regression model by creating 6 dummy codes for the 7 days).

e The Stage 1 model also shows that there is significant variability in scale across
subjects, as the Std Dev for the Random scale (on the log scale) is estimated as
0.4073 (p<.001). Therefore, individuals differ from each other in their degree of
within-subject/intraindividual variability in positive affect.

e The Stage 1 model also shows that the random scale (i.e., within-

subject/intraindividual variance) is negatively associated with the random intercept
(i.e., within-subject mean), as indicated by the estimate for the Loc Eff for Random
location (mean) effect on WS variance (estimate = -0.14551, p<.001). Individuals
with overall higher mean positive affect are less erratic/more stable in their positive
affect responses. (Note that this result may be also due to a ceiling effect in the
affect response scale).



Stage 2 model with continuous subject-level outcome
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Variable Estimate AsymStdError z-value p-value
Intercept 9.37388 B.86878 136.29122 g.eeaaa
Age B.81783 g.ead67 3.81784 8.60013 |
Locat_1 8.88217 8.86927 1.18612 B.23557
Locat_1*Age -g.ea3a7 @.ea364 -B.84282 @.39933
Scale g.84348 @.88158 B.532088 B.59473
Scale®Age -8.88818 @.ea5a2 -8.83537 B.B?l?E
Locat_1*Scale -8.81388 @.89619 -8.136688 @.89182
Resid.Variance 2.47808 @.18483 23.63836 g.oaaaa

¢ Inthe Stage 2 final results table, Locat_1 refers to the effect of the random
intercept (i.e., within-subject mean) on average hours per day of sedentary

behavior; Scale refers to the effect of random scale (i.e., within-subject variance)

on average hours per day of sedentary behavior; and Locat_1* Scale is the
interaction between random intercept and random scale predicting average hours
per day of sedentary behavior.
e After controlling for other variables in the model, this linear regression model shows
that “Age” is positively related to average hours per day of sedentary behavior

(estimate=0.0178, p<.001), indicating that older subjects spend more time being

sedentary.

e The interaction between Age and the Random Intercept and the interaction
between Age and Random Scale do not predict individuals’ average hours per day

of sedentary behavior.

e Also, the random intercept (i.e., within-subject mean), random scale (i.e., within-

subject variance), and their interaction do not predict individuals’ average hour per
day of sedentary behavior.

Note:

1. Inthese output files, the numbers of level 1 and level 2 observations correspond
to the available non-missing observations of level 1 and level 2 variables included

in the model(s).

2. For a given run, the program includes observations that have non-missing data for

the outcomes (both Stage 1 and Stage 2), and all regressors (both Stage 1 and

Stage 2) included in that particular run. Thus, the program uses all available data

for a given run.

3. Refer to the supplemental documents for more detailed explanation of the Stage
1 and Stage 2 model results.
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4. Example 3: Running Mixregls- Logistic Regression model

in MixWILD
Continuous
Mixregls Linear
Random subject Regrgssmn
. Continuous
intercept (and Outcome subject-level
Q° random scale) outcome
o
),
(&
(»
%
Random %
Mix Suite Location Effects Stage 1 ,O"of Stage 2
Y,
& ¥
»
N
(\\
Uly; (S
iple
Mixregmls Logistic
Random subject Qutcome Regression
intercept, Dichotomous or

slope(s), and
random scale

Dichotomous or Ordinal

ordinal subject-
level outcome

Example research question for Mixregls-Logistic Regression model

Examine whether subject-level mean (i.e., random intercept or within-person mean)

and subject level variance (i.e., random scale or degree of within-

subject/intraindividual variability) of momentary positive affect (within-subject,
continuous, time-varying variable) predict subject-level obesity risk (between-
subject, dichotomous, time invariant variable).

Stage 1 outcome variable: Positive affect (time varying)
Stage 1 regressors: None (an empty model)
Stage 2 outcome variable: Obese vs Non-obese (time invariant)
Stage 2 regressors: Random intercept; Random scale; Random intercept x Random

scale interaction (these are all default regressors in Stage 2 model results)
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4.1. Step-by-step instructions on running Mixregls-Logistic regression
model in MixXWILD

1. Double-click on the MixWILD icon to open the main window.
2. Click on “File” and then select “New Model” (or use keyboard shortcut Ctrl + N).

[£] Mix Suite
Flel Help

New Model Ctrl-N
Modify Stage 1 and 2
Modify Stage 2 Only
Super User Mode

Exit Cirl

&

<

é w®

MiWILD

Mix{WILD)

Mixed model analysis With Intensive Longitudinal Data

3. Click on “Instructions” to make sure your data are in the correct format.
& - e

Is your dataset Mix{WILD} friendly? Check here... 5

Datafle: | || Browse i B

Title: | |

Please follow these instructions ...

Random Location Effects: 7 ntercept ) Intercept + Slope(s)

Random Scale?

- You should always use a .csv file

Stage 2 Outcome: ) Continuous ) Dichotomous/Ordinal ' None -
- You should ensure that missing values are not blanks

Contains missing values? ) Yes ) No

Missing value code:

- Missing value codes should be numeric only
- Please ensure that the data is sorted by IDs

- The first row in the .csv file should be column names

Got it

|mm Cancel | | Reset | | Submit




4. Click on “Browse” to select the location of your data file (in .csv) and then click
“Open”‘

[£] Open X

Look In: ||jm1xwu.n Ivl I

D Iﬁxvﬂd_example_data.csvi

File Name: |Mixwild_example_datacsv

|
Files of Type: |Data files [~

—3 [ open || cancer |

m [ cancel [ Reset [ submi |

5. Click on “View Data” to preview your data file to verify your data and format are
correct.

|5 Mix Suite

File Help

[ stage 1 Configuration | Stage 2 Configuration | Stage 1 Results | Stage 2 Resuiis | View Model | View Dalaa‘
Imported data file: Mixwild_example_data.csv

1D AGE SEX WEEKEND DOW 0OBESE BMI NEG_AFFE..|POS_AFFE..|MVPA_daily..|SED_daily ..

1 10.47 1 0 0 1 -4.79 40 127 38.19 -999
1 10.47 1 0 1 1 -4.79 -999 30 38.19 -999
1 10.47 1 0 1 1 -4.79 50 35 38.19 -999
1 10.47 1 1 5 1 -4.79 10 38 38.19 -999
1 10.47 1 0 1 1 -4.79 35 143 38.19 -999
1 10.47 1 1 5 1 -4.79 40 44 38.19 -999
1 10.47 1 0 1 1 -4.79 10 -999 38.19 -999
1 10.47 1 0 0 1 -4.79 20 -999 38.19 -999
1 10.47 1 0 0 1 -4.79 30 -999 38.19 -999
1 10.47 1 0 0 1 -4.79 40 -999 38.19 -999
1 10.47 1 1 5 1 -4.79 40 -999 38.19 -999
2 120.47 1 0 3 1 -4.79 52 15 22.03 9.46
2 120.47 1 0 2 1 -4.79 39 17 22.03 9.46
2 120.47 1 0 3 1 -4.79 49 122 22.03 9.46
2 120.47 1 1 g 1 -4.79 50 122 22.03 9.46
2 120.47 1 1 g 1 -4.79 59 124 22.03 9.46
2 120.47 1 1 5 1 -4.79 30 33 22.03 9.46
2 120.47 1 1 g 1 -4.79 20 35 22.03 9.46
2 120.47 1 0 4 1 -4.79 10 38 22.03 9.46
2 120.47 1 1 g 1 -4.79 40 39 22.03 9.46
2 120.47 1 1 g 1 -4.79 41 44 22.03 9.46
2 120.47 1 1 5 1 -4.79 50 46 22.03 9.46
2 120.47 1 0 4 1 -4.79 50 48 22.03 9.46
2 120.47 1 1 5 1 -4.79 40 49 22.03 9.46
2 120.47 1 1 5 1 -4.79 40 49 22.03 9.46
2 120.47 1 0 4 1 -4.79 50 51 22.03 9.46
2 120.47 1 0 2 1 -4.79 10 52 22.03 9.46
2 120.47 1 0 0 1 -4.79 50 59 22.03 9.46
2 120.47 1 0 0 1 -4.79 30 62 22.03 9.46
2 120.47 1 1 5 1 -4.79 40 G5 22.03 9.46
2 120.47 1 1 5 1 -4.79 20 G 22.03 9.46
3 17.47 1 0 2 1 -4.79 61 15 22.03 9.46
3 17.47 1 0 4 1 -4.79 38 122 22.03 9.46
3 17.47 1 1 g 1 -4.79 G0 125 22.03 9.46
3 17.47 1 0 2 1 -4.79 33 38 22.03 9.46

MK

1]
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. Add title to your output files.
. Select “Intercept” from Random Location Effects specification for subject-level
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mean. Select “Random Scale” for subject-level variability.

8. Select “Dichotomous/Ordinal” for Stage 2 outcome.

9. Click on missing values if there are any in your dataset; specify the missing value
code in the box (i.e., -999 in the example dataset).

= X

Is your dataset Mix{WILD} friendly? Check here...

Data File:

[pWWixwildWixwild_example_data.csv| —

[Mixwild_example3 \

Title:

Random Location Effects: (g Intercept () Intercept + Slope(s)

Random Scale? [y

Stage 2 Outcome: () Continuous  (® Dichotomous/Ordinal ' None
Contains missing values? @® Yes ( No
Missing value code: I-QQQ
|mm ‘ Cancel | ‘ Reset ' ’ Submit |

10. After you submit, the interface will take you to the page that enables you to configure
your Stage 1 model.

Stage 1 Configuration | Stage 2 Configuration |” Stage 1Results | Stage 2 Results | View Model | View Data |

Selected model configuration:

Stage 1 Regressors

Random location effects: Intercept

Stage 2 outcome: Dichotomous Mean BS Variance WS Variance Mean
Level-1 Level-2
ID Variable:
o -]
Stage 1 Outcome:
|PDS_AFFECT | - |

‘ Configure Stage 1 Regressors ... ‘

‘ Options ...

Specify the relationship between
mean and WS variance.

r No Association
(® Linear Association

O Quadratic Association

V][

the

‘ ‘ Configure Stage 2
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11.0n the Stage 1 configuration page, select your ID variable and positive affect (a time-

12. Specify the association between the mean and within- subject (WS) variance, which

varying variable) as your Stage 1 outcome variable.

is the association of the random location and random scale effects. “Linear

Association” is selected for this example. For random scale models, a quadratic
association is also possible.

File Help

Stage 1 Configuration r Stage 2 Configuration ’/ Stage 1 Results r Stage 2 Results r View Model ’/ View Data

Stage 1 Regressors
Selected model configuration:

Random location effects: Intercept

Stage 2 outcome: Dichotomous Mean BS Variance WS Variance

Mean BS Variance WS Variance
Level-1

Level-2

ID Variable:
oo [~]

Stage 1 Qutcome:

|Pos_arrecT [~]

Stage 1 is an empty model which has no

- | regressors, but it will include a random
intercept and a random scale effect. Both
effects will be used in Stage 2 as

| Configure Stage 1 Regressors ... |

‘ Options ... ‘

Specify the relationship between the
mean and WS variance.

2) No Association

(@ Linear Association Ste p 1 2
) Quadratic A i

Wi

‘ Reset H Configure Stage 2

13. Click on “Options” to change other default settings if needed.
14. By default, the estimated random effects of the Stage 1 analysis (i.e., random

15.

location and scale effects) are resampled 500 times in the Stage 2 analysis.

Resampling is necessary because the random effects are estimated quantities that
are entered as regressors in the Stage 2 model.

Leave “Discard Subjects” unchecked, so we do not drop participants who have 0
variation in their Stage 1 outcome variable. Click on “Submit”

| £| Options ...

= X
Mean intercept: 2] Maximum lIterations: [ 200
BS Variance Intercept: vl [
= Ridge: 0.1 )_{
WS Variance Intercept: vl
Standardize All Regressors? O
Convergence Criteria: [0.00001 | Discard Subjects with no Variance?| |
e =
Quadrature Points: [ 1= Resample Stage 2: 7
Adaptive Quadrature: [v] No. of Samples: 500}%
2 - !
|mm ’ Cancel | ’ Reset J ’ Submit ‘

(Refer to the supplemental documents for further description of Options settings)
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16. In “Configure Stage 2”, select Stage 2 outcome variable. It should be a
dichotomous or ordinal time-invariant variable from your data set.

|| Mix Suite
File Help
" Stage 1 Configuration Stage 2 Configuration Stage 1 Results Stage 2 Results " View Model T View Data

Stage 2 Interactions

Main Effects Random Location Random Scale Location X Scale
Stage-2 Regressors
Stage 2 Outcome:

OBESE W

Configure Stage 2 Regressors ...

Check outcome categories

Reset Run Stage 1 and 2
V11X

17. Select “Obese” as the Stage 2 outcome variable and check if the outcome
categories are correct.

Stage 2 Qutcome:

OBESE -

Configure Stage 2 Regressors ...

Check outcome categories

2 Categaries:
10
211
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18. Stage 2 also has no regressors, so you don’t need to click on the “Configure Stage 2

Regressors” button. The random intercept, random scale, and the random intercept x
random scale interaction will be included as default regressors in Stage 2.

19. Click on Stage 1 and Stage 2 configurations to double-check your model. Click on
“Run Stage 1 and 2” to generate the definition file.

File Help

| ”STage'i Eoﬁfiﬁuraﬁon '[7Staueféﬁiguration 'étiage'TRresulité I "gtégeréﬁresulits

| View Model |  View Data |

Stage-2 Regressors
Stage 2 Outcome:

iOBESE ‘v‘

T 1
‘ Configure Stage 2 Regressors ... ‘

‘ Check outcome categories ‘

2 Categories:
10
2)1

I\

Main Effects

Stage 2 Interactions

Random Location

Random Scale Location X Scale

Reset ‘ ‘ Run Stage1and2 _

20. The definition file contains the syntax that instructs the program to estimate the
specified model. In the definition file, click on “Proceed” to run your model and

generate model output files.

]

exampled

Created with MixWILD GUI

0 0 0.00001

BOS_AFFECT

OBESE

Users\Desktop\Mixwild example data.

dat™

11 1 200 -8%% 0 1 0

Save Def File




21. A window will appear while model estimation is in progress.

| %] Please wait ... e X
PIXWILDT T3YTSIUZIGZULTSIE-U0Z  IUT.0537953436669% =
MIXWILD: -2 Log-Likelihood = 103697.91955 ]

: Newton-Raphson Iteration 3 with ridge 0.3000
maximum correction and derivative
2.0330861695070410E-002 7 05403427
-2 Log-Likelihood = 103693.05841
: Newton-Raphson Iteration 4 with ridge 0.3000
maximum correction and derivative
1.7061945537560328E-002  51.967185277877817
-2 Log-Likelihood = 103690.23417
: Newton-Raphson Iteration S with ridge 0.3000
maximum correction and derivative
1.3671101042575516E-002  35.105849699625281
-2 Log-Likelihood = 103688
: Newton-Raphson Iteration 6 with ridge 0.3000
{; maximum correction and derivative
MIXWILD: 2.0277091325247382E-002  23.049333968927098
MIXWILD: -2 Log-Likelihood = 1036 82
MIXWILD: Newton-Raphson Iteration 7 with ridge 0.3000
MIXWILD: ction and derivative
MIXWILD: 23434844E-003  7.0160429102150887
MIXWILD: -2 Log-Likelihood = 103687.12457
MIXWILD: Newton-Raphson Iteration € with ridge 0.3000
MIXWILD: maximum correction and derivati !
M 1.5565980656081001E-003 €5543152434
M -2 Log-Likelihood = 103687.0630¢
M : Newton-Raphson Iteration 9 with ridge 0.3000 =
MIXW. maximum correction and derivative
MIXW 3.581296€5218833880E-004  1.0903124122934118
M -2 Log-Likelihood = 103687.05919
| <]
4 [*]
Cancel Analysis

22. If the following warning message appears, it indicates that computational difficulties
were encountered and prevented the model parameters from being estimated
successfully. In this case, double-check the format of your dataset and your model
specifications. Some suggestions for steps to take are listed in Appendix A.

Té’ Please wait s , ‘
I FIXWILDT VOIUNE 1IN Arive C IS WINaows = =
MIXWILD: Volume Serial Number is C8D3-6C7B ]
MIXWILD: L
MIXWILD:
MIXWILD:
MIXWILD:02/20/2018 7 PM <DIR>
MIXWILD:02/20/2018 PM <DIR> .
MIXWILD:02/20 18 7 PM <DIR> 1lib
MIXWILD:02/14/2018 0 PM 9,619,194 mixreg.jar
MIXWILD:02/14/2018 8:10 PM 472 MixWILD.cfg
MIXWILD: 2 File(s) 9,619,666 bytes
MIXWILD: 3 Dir(s) 5€,732,880,896 bytes free
MIXWILD: Volume in drive C is Windows
| MIXWILD: Volume Serial Number is CSD3-6C7B !
Execution failed! X

@ Failed to build model. Please revisit your regressors and try again. For more information, checkout help docs.

I
| MIXWILD:02/26/2018 11:35 RM 312 MIXREGMLS_RANDOM MIXOR.def [

M
MIXWILD:02/26/2018 11:35 AM 894,938 mixregmls_random mixor.exe
:02/26/20 11:33 AM 653,611 Mixwild example_data.dat
:02/28/20 11:35 AM 636,414 mix_random.exe
2/26/2018 11:35 AM 650,681 repeat_mixor.exe
2/26/2018 11:35 AM €47,097 repeat_mixreg.exe
MIXWILD: 8 File(s) 5,319,147 bytes
MIXWILD: 2 Dir(s) 56,732,880,896 bytes free
MIXWILD::Exit Value: -1073741515 -
K1
4 [*]
e

—
|




23. When estimation is completed, the Stage 1 and Stage 2 results can be seen by
clicking the Stage 1 and Stage 2 Results boxes, respectively.

Stage 1 Configuration | Stage 2 Cc | Stage 1 Results |  Stage 2 Results | View Model | View Data |
Results from stage 1 analysis
=
Total Iterations = 15
Final Ridge value = 0.0
Log Likelihood = -49992.010
Akaike's Information Criterion = -49997.e10
Schwarz's Bayesian Criterion =  -50009.685
==> multiplied by -2
Log Likelihood = 99984.021
Akaike's Information Criterion = 99994.021
Schwarz's Bayesian Criterion =  100019.370
{Variable Estimate AsymStdError z-value p-value
BETA (regression coefficients)
Intercept 43.31917 ©.26098 165.98699 0.00000
|ALPHA (BS variance parameters: log-linear model)
Intercept 4.,18557 ©.04906 85.31084 ©.00000
|TAU (WS variance parameters: log-linear model) B
Intercept 4.75294 2.021914 248.26182 .00000
Random scale standard deviation -
Std Dev ©9.40459 ©9.02046 19.77955 9.00000
Random location (mean) effect on WS variance —
Loc Eff -2.13583 ©2.02190 -6.20293 ©.00000
hd |
m Save Results As ...
File Help
[ Stage 1 Config | stage 2 Config | stage 1 Results | Stage 2Results | View Model |  View Data |
Results from stage 2 analysis
]
[ai
Random Location and Scale EB mean estimates
mean min max std dev
Locat_1 ©.0000 -2.5147 2.4395 9.9083
Scale -@.0000 -1.9624 2.8125 0.6356
Locat_1*Scale -8.0226 -3.4042 3.969e 9.6356
Number of successful replications = 500
Final Results —
Average Log Likelihood = -782.366 (sd= 2.321)
Akaike's Information Criterion = -786.366
Schwarz's Bayesian Criterion = -796.506
==> multiplied by -2
Log Likelihood = 1564.732
Akaike's Information Criterion = 1572.732
Schwarz's Bayesian Criterion = 1593.012 =
|variable Estimate AsymStdError z-value p-value
Intercept -0.11711 ©.23991 -1.30248 9.19275
Locat_1 -0.41851 ©.088533 -4.90443 0.00000
Scale -0.12689 ©.10840 -1.17059 0.24176
Locat_1*Scale 9.09245 2.11596 ©.79726 ©9.42530 [ |
| =]
]
IWI'AE Save Resuits As ...
J

39
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24. All files generated from the program can be found in a folder with the prefix MixWILD
under the same directory of your dataset.

Mame Date modified Type
MIXWILDT 519328539 36/2018 5:39 PM File folder
Bz Miowild_example_data 2/26/2018 11:34 AM Microsoft Excel Commma Separated Values File

25. The output files with suffix_1 and _2 are the results that are identical in the Stage 1
and Stage 2 boxes in the MixXWILD program.

Name 3 Date modified Type Size
work 2/1/2018 10:48 AM File folder

7! mix_random 2/1/2018 10:48 AM DEF File 1KB
[%5] mix_random 2/1/2018 10:47 AM Application 665 KB
(] mixor 2/1/2018 10:47 AM  Application 914 KB
[#=] mixreg 2/1/2018 10:47 AM Application 967 KB
] MIXREGLS_RANDOM_MIXOR 2/1/2018 10:46 AM  DEF File 1KB
g Mixwild_example_data 1/31/2018 5:10 PM Microsoft Excel C... 720 KB
n_] Mixwild_example_data 2/1/2018 10:41 AM DAT File 715 KB
_\ Mixwild_example_data_Output 2/1/2018 10:47 AM DEF File 1KB
J Mixwild_example_data_Output.mwa 2/1/2018 10:46 AM  MWA File 101 KB
‘J Mixwild_example_data_Output.mwd 2/1/2018 10:46 AM MWD File 20KB
_! Mixwild_example_data_Output_1 2/1/2018 10:48 AM QUT File 12 KB
| Mixwild_example_data_Output_2 2/1/201810:48 AM  OUT File 2KB
| Mixwild_example_data_Output_ebrandom 2/1/2018 10:48 AM DAT File 1,142 KB
_] Mixwild_example_data_Output_ebvar 2/1/2018 10:48 AM DAT File 88 KB
n_\ Mixwild_example_data_Output_level2 2/1/2018 10:48 AM DAT File 32 KB
J Mixwild_example_data_Output_random 2/1/2018 10:48 AM DEF File 1KB
1] Mixwild_example_data_Output_random_500 2/1/2018 10:48 AM OUT File 1KB
_] Mixwild_example_data_Output_repeat_mixor 2/1/2018 10:48 AM DEF File 1KB
_j repeat_mixor 2/1/2018 10:48 AM DEF File 1KB
[ repeat_mixor 2/1/2018 10:47 AM  Application 680 KB
[ repeat_mixreg 2/1/2018 10:47 AM  Application 677 KB

26. There are two submodel results in Output_1. The first submodel does not include
scale parameters; the second submodel includes the random scale estimates.

27. A brief description of the results from the second submodel will be provided in the
following section.
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4.2. Brief interpretation of Mixregls-Logistic regression model results
Stage 1: model with random scale parameters

Total Iterations = 15
Final Ridge value = 0.8

Log Likelihood = -49997 . @la@

Akaike's Information Criterion = -49997.818

Schwarz's Bayesian Criterion = -50009, 685

==» multiplied by -2

Log Likelihood = 99984.821

Akaike's Information Criterion = 8999494, 821

Schwarz's Bayesian Criterion = leeala.37e
Variable Estimate AsymStdError z-value p-value
BETA (regression coefficients)
Intercept 43%.31917 @.26@98 165.98699 @.aaaaa
ALPHA (BS wvariance parameters: log-linear model)
Intercept 4.18557 @.a4986 85.31884 8. aaooa
TAU (WS variance parameters: log-linear model)
Intercept 4.75294 g.a1914 248.26182 @ . aaaaa
Random scale standard deviation
Std Dev @.48459 g.@2e46 19.77955 8. aaooa
Random location (mean) effect on WS variance

Loc Eff -B.13583 @.@215%a -6.28293 @.aaaaa

e Since there are no regressors in the Stage 1 model, only the intercept estimates are
presented in the mean (Beta), between-subject (Alpha), and the within-subject (Tau)

sections in the Stage 1 results.

e The Stage 1 model shows that there is significant variability in scale across subjects,
as the Std Dev for the Random scale (on the log scale) is estimated as 0.4046
(p<.001). Therefore, individuals differ from each other in their degree of within-

subject/intraindividual variability in positive affect.

e The Stage 1 model also shows that the random scale (i.e., within-
subject/intraindividual variance) is negatively associated with the random intercept
(i.e., within-subject mean), as indicated by the estimate for the Loc Eff for Random
location (mean) effect on WS variance (estimate = -0.1358, p<.001). Individuals with
overall higher mean positive affect are less erratic/more stable in their positive affect
responses. (Note that this result may be also due to a ceiling effect in the affect

response scale).
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Stage 2: model with a dichotomous subject-level outcome

File Edit Format View Help
Mixwild exampled
Created with MixWILD GUI

Level 2 obervations = 1176

Variable Estimate AsymStdError z-value p-wvalue
Intercept 8.11711 B.88991 1.38248 B.19275
[Locat 1 8.41851 8.08533 4.90443 6.00000 |
Scale 8.12689 g.1es4a 1.17859 8.24176
Locat 1*5cale -8.89245 8.11596 -B. 79726 B8.42538

e Inthe Stage 2 final results table, Locat_1 refers to the effect of the random
intercept (i.e., within-subject mean) on obesity risk; Scale refers to the effect of
random scale (i.e., within-subject variance) on obesity risk; and Locat_1* Scale is
the interaction between random intercept and random scale of positive affect in
predicting obesity risk (a subject-level binary variable).

e The Stage 2 model does not include regressors, however, the random intercept
(Locat_1), the random scale (Scale), and the interaction effect (Locat_1*Scale) are
default regressors in the Stage 2 final results table.

e This logistic regression model shows that the random intercept (Locat_1) is
positively associated with obesity risk (estimated log-odds = 0.4185, p<.001; OR
=1.5197). Subjects who have higher means levels of positive affect than others are
more likely to be obese.

e The interaction between the random intercept and random slope of positive affect
does not predict individual’s obesity risk.

Note:

1. The numbers of level 1 and level 2 observations correspond to the available non-
missing observations of level 1 and level 2 variables included in both Stage 1 and
Stage 2 models. Thus, since there are no regressors, observations with missing
positive affect (level-1) or missing obesity (level-2) are not included in either
Stage 1 or Stage 2 analyses.

2. Please refer to the supplemental documents for more detailed explanation of the
Stage 1 and Stage 2 model results.
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5. Example 4. Running Mixregmls- Linear regression model

in MixXWILD
Continuous
Mixregls R Llnea.r
Random subject egression
int t (and Continuous
ihtercept {an Outcome subject-level
q}e random scale)
6\(\ outcome
Qéé
%
(?)
%,
Random (7
Mix Suite Location Effects Stage 1 ‘0. Stage 2
%
o“’(9 &
o
&
Q\
Uly; (3
Upe
Mixregmls Logistic
Random subject Outcome Regression
intercept, Dichotomous or
slope(s), and ordinal subject-
random scale level outcome
o
Dichotomous or Ordinal

Example research question for Mixregmls-Linear Regression model

e Examine whether subject-level mean (i.e., random intercept or within-person mean)
and subject-level variance (i.e., random scale or degree of within-person /
intraindividual variability) of momentary positive affect (within-subject, continuous,
time-varying variable) predicts subject-level average minutes per day of moderate to
vigorous physical activity (MVPA; between-subject, continuous, time-invariant
variable), in addition to their positive affect change between weekdays and
weekends (within-subject, dichotomous, time-varying variable), and BMI (between-

subject, continuous, time-invariant variable).

e Examine whether there is significant variability between individuals in the
association (i.e., random slope) between weekday/weekend and momentary
positive affect (i.e., whether individuals differ from each other in the extent to which
positive affect increases towards the end of the week), after controlling for subject-

level mean and subject-level variance.

¢ Examining whether the variability between individuals in the association (i.e.,
random slope) between weekday/weekend and momentary positive affect predicts

average minutes per day of MVPA, after controlling for BMI.
Stage 1 outcome variable: Positive affect (time-varying)

Stage 1 regressor (with random slope): Weekday/Weekend (time-varying)
Stage 2 outcome variable: Average minutes per day of MVPA (time-invariant)

Stage 2 regressor: BMI (time-invariant)
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5.1. Step-by-step instructions on running Mixregmls - Linear
regression model in MixWILD

1. Double-click on the the MixWILD icon to open the main window.
2. Click on “File” and then select “New Model” (or use keyboard shortcut Ctrl + N).

[ Mix Suite
m| Help

New Model Crrl-N
Modify Stage 1and 2
Modify Stage 2 Only

Super User Mode

Exit cti-Q

<

é w®

MiWILD

Mix{WILD)

Mixed model analysis With Intensive Longitudinal Data

3. Click on “Instructions” to make sure your data are in the correct format.

= - X

Is your dataset Mix{WILD} friendly? Check here...

DataFie: | | Bwse 5 -

Title: | |

) . Please follow these instructions ...
Random Location Effects: 7 intercept (> Intercept + Slope(s)

Random Scale?

- You should always use a .csv file
Stage 2 Outcome: ) Continuous ) Dichotomous/Ordinal ~ _' None
- You should ensure that missing values are not blanks

Contains missing values? ' Yes (' No

Missing value code:

- Missing value codes should be numeric only

- Please ensure that the data is sorted by IDs

- The first row in the .csv file should be column names

Got it

|mm Cancel | | Reset | | Submit




4. Click on “Browse” to select the location of your data file (in .csv) and then click
“Open”-

[£] Open X

Look In: [|jMIXWILD |'| I

[} Mixwild_example_data.csv

File Name: Irvlixwild_exampl e_data.csv

|
Files of Type: |Data files I~

5 | Open ” Cancel l

m [ Cancel I I Reset l | Submit ]

5. Click on “View Data” to preview your data file to verify your data and format are
correct.

| £ Mix Suite
File Help
( Stage 1 Configuration r Stage 2 Configuration r/ Stage 1 Results r Stage 2 Results r View Model r View DataJ
Imported data file: Mixwild_example_data.csv
ID AGE SEX WEEKEND DOwW 0OBESE EMI NEG_AFFE..| POS_AFFE...|MVPA_daily... SED_daily_.

1 1047 1 0 0 1 -4.79 40 27 38.19 -999
1 1047 1 0 1 1 -4.79 -999 30 38.19 -999
1 1047 1 0 1 1 -4.79 50 35 38.19 -089
1 1047 1 1 5 1 -4.79 10 38 38.19 -999
1 1047 1 0 1 1 -4.79 35 43 38.19 -999
1 1047 1 1 5 1 -4.79 40 44 35.19 -08g
1 1047 1 0 1 1 -4.79 10 -099 38.19 -08g
1 1047 1 0 0 1 -4.79 20 -999 38.19 -999
1 1047 1 0 0 1 -4.79 30 -999 35.19 -999
1 1047 1 0 0 1 -4.79 40 -999 38.19 -999
1 1047 1 1 5 1 -4.79 40 -999 38.19 -089
2 2047 1 0 3 1 -4.79 52 15 22.03 9.46
2 2047 1 0 2 1 -4.79 39 17 22.03 9.46
2 2047 1 0 3 1 -4.79 49 22 22.03 9.46
2 2047 1 1 1 1 -4.79 50 22 122.03 9.46
2 2047 1 1 1 1 -4.79 59 24 122.03 9.46
2 2047 1 1 5 1 -4.79 30 33 122.03 9.46
2 2047 1 1 i 1 -4.79 20 35 122.03 9.46
12 2047 1 0 4 1 -4.79 10 38 122.03 9.46
2 2047 1 1 6 1 -4.79 40 39 22.03 9.46
2 2047 1 1 11 1 -4.79 41 44 22.03 9.46
2 2047 1 1 5 1 -4.79 50 46 22.03 9.46
2 2047 1 0 14 1 -4.79 50 48 122.03 9.46
2 2047 1 1 5 1 -4.79 40 49 122.03 9.46
12 2047 1 1 5 1 -4.79 40 49 122.03 9.46
2 2047 1 0 4 1 -4.79 50 51 122.03 9.4G
2 2047 1 0 2 1 -4.79 10 52 122.03 9.46
12 20.47 1 0 0 1 -4.79 50 59 122.03 9.46
2 2047 1 0 0 1 -4.79 30 62 22.03 9.46
2 2047 1 1 5 1 -4.79 40 65 22.03 9.46
2 2047 1 1 5 1 -4.79 20 G 22.03 9.46
3 1747 1 0 12 1 -4.79 51 15 122.03 9.46
3 17.47 1 0 14 1 -4.79 38 22 122.03 9.46
3 1747 1 1 i 1 -4.79 60 25 122.03 9.46
3 17.47 1 0 12 1 -4.79 33 38 122.03 9.4G

mD

4]
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Add title to your output files.

Select “Intercept + Slope” from Random Location Effects specification for subject-
level mean and subject-level slope. Check “Random Scale” for subject-level
variability.

Select “Continuous” for Stage 2 outcome.

Click on missing values if there are any in your dataset; specify your missing value
code in the box (i.e., -999 in the example dataset).
= = X

Is your dataset Mix{WILD} friendly? Check here...
Data File: |)p\M ixwild\Wixwild_example_data.csv| Browse

[Mixwild_example4 l

N o

© ©

Title:

Random Location Effects: (7 |ptercept @ Intercept + Slope(s)

Random Scale? [v

7
Stage 2 Outcome: (@ Continuous (' Dichotomous/Ordinal  _ None
Contains missing values? @ Yes () No

Missing value code: I—QQQ

Imm ’ Cancel ‘ \ Reset ‘ | Submit '

10. After you submit, the interface will take you to the page that enables you to configure
your Stage 1 model.

File Help

Stage 1 Configuration | Stage 2 Configuration |” Stage 1 Results | Stage 2 Results | View Model | View Data

Stage 1 Regressors
Selected model configuration:

Random location effects: Intercept + Slope
Stage 2 outcome: Dichotomous Mean Random Slo.. Scale Mean Scale
Level-1 Level-2

ID Variable:
o ]

Stage 1 Outcome:

|PDSiAFFECT ‘ - |

| Configure Stage 1 Regressors ... ‘

| Options ... ‘

Association of randem location & sc...

® Yes

O No

i

Reset ‘ ‘ Configure Stage 2
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11.0n the Stage 1 configuration page, select your ID variable and positive affect as

your Stage 1 outcome variable.

12. Specify the association between mean and within- subject (WS) variance, which is
the association between the random location and random scale effects. The default
IS no association, but “Yes” is selected for the following example.

File Help

Stage 1 Configuration | Stage 2 Configuration

| Stage 1 Results y Stage 2 Results | View Model [ View Data |

Selected model configuration:
Random location effects: Intercept + Slope

Stage 2 outcome: Continious

ID Variable:
o 5]

Stage 1 Outcome:

}Pos_AFFECT v

[
‘ Configure Stage 1 Regressors ... ‘

i Options ... ‘

Association of random location & scale?

@ Yes

O No

W

Level-1

Stage 1 Regressors

Mean Random Slo...

Mean
Level-2

Scale

Reset

‘ ‘ Configure Stage 2

13.Click on “Modify Stage 1 regressors” and select time-varying regressor
“WEEKEND” as the regressor in the Stage 1 model.

|£:| Add Stage 1 Regressors

Variables

Age

SEX

DOW

OBESE

BMI

NEG_AFFECT
MVPA_daily_mins
SED_daily_hrs

VX

Add

Remove

Add ‘

| Remove

Level-1 (Time Varying)

WEEKEND

Level-2 (Time Invariant)

Cancel

Reset | Submit




14.Select the boxes in the mean column, BS Variance column, and WS Variance

column to allow Stage 1 regressors to predict mean, between-subject variance,

and/or within-subject variance of Stage 1 outcome, respectively.

15.1In this example, weekend is selected to predict the mean and is allowed to have a
random slope on positive affect (i.e., the weekend effect on positive affect will vary
across subjects).

16.Select “Disaggregate” for each of the time-varying variable(s) for which
decomposition of the within-subject and between-subject effects in predicting Stage
1 outcome is desired. Weekend is not disaggregated in this example.

File Help
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Stage 1 Configuration | Stage 2 Con

figu

ration | Stage 1 Results | Stage 2 Results | View Model | View Data |

Random location effects: Intercept + Slope
Stage 2 outcome: Continious

Selected model configuration:

Stage 1 Regressors

Mean
Level-1

1D Variable:

Random Slo...

Scale Mean

Level-2

Scale

1o

‘v‘

Stage 1 Outcome:

[PO S_AFFECT

=]

‘ Configure Stage 1 Regressors ... ‘

‘ Options ...

WEEKEND vl

‘ Disaggregate? (|

A iation of random

@ Yes

O No

V11X

ion & scale?

Reset

1

|

Configure Stage 2

17.Click on “Options” to change other default settings if needed.

| £ Options ... = X
Mean intercept: 2 Maximum Iterations: [ Eﬁ)E
BS Variance Intercept: V| T 5

e Ridge: [0l
WS Variance Intercept: [v]
Standardize All Regressors? O
Convergence Criteria: \Q@QQL[ Discard Subjects with no Variance?|[ |
s T ==
Quadrature Points: [ 1= Resample Stage 2: 2
Adaptive Quadrature: [v] No. of Samples: ‘ §@,_j
Imm Cancel ‘ ’ Reset ‘ ‘ Submit ‘
A | l
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18.In most cases, we will keep Mean, BS and WS intercept checked.

19.By default, the estimated random effects of the Stage 1 analysis (i.e., random
location and scale effects) are resampled 500 times in the Stage 2 analysis.
Resampling is necessary because the random effects are estimated quantities that
are entered as regressors in the Stage 2 model.

20.Leave “Discard Subjects” unchecked, to retain all participants in the Stage 1

analysis. Click on “Submit”. (refer to the supplemental documents for further
description of Options settings)

|£| Options ... — X
Mean intercept: v Maximum lterations: | 200
BS Variance Intercept: V| [ |
v Ridge: 04
WS Variance Intercept: [v]
Standardize All Regressors? |
Convergence Criteria: Eg_ooogu Discard Subjects with no Variance?|[ |
Quadrature Points: [ 11 X
: s Resample Stage 2: v
Adaptive Quadrature: [v] No. of Samples: | §@B
Imm ’ Cancel ‘ ’ Reset ‘ 1 Submit ‘
21.Select “MVPA_daily_minutes” as Stage 2 outcome variable.
File Help
W&ge 1 Configuration [ Stage 2 Configuration | Stage 1 Results [ Stage 2 Results ? View Model [ View Data \
Stage 2 Interactions
Main Effects Random Location Random Scale Location X Scale
Stage-2 Regressors

Stage 2 Outcome:

MVPA_daily_mins

Configure Stage 2 Regressors.. |

Reset Run Stage 1 and 2
V1
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22.Add Stage 2 regressor “BMI” into the model. Stage 2 regressor(s) are generally
time-invariant variable(s). However, if they are time-varying variables, the program
will calculate subject averages of the variable. Click on “Submit” when finished.

| £ Add Stage 2 regressors

== X

Variables Level 2 (Time Invariant)

Age BMI
WEEKEND T

DOW | Add
OBESE —
NEG_AFFECT | Remove ‘
MVPA_daily_mins

SED_daily_hrs ?

m | Cancel H Reset ||  submit |

23.Select to add main effect of BMI in predicting daily MVPA minutes. In this example,

the interactions between BMI and random location or random slope were not tested,
so the remaining boxes are unchecked.

| &) Mix Suite
File Help

[ Stage 1 Configuration | Stage 2 Configuration Stage 1 Results | Stage 2 Results " View Model i View Data |

Stage 2 Interactions

Main Effects Random Location

Random Scale Location X Scale
Stage-2 Regressors
Stage 2 Outcome:
‘MVPA_daily_mins \ - ‘
‘ Configure Stage 2 Regressors ... ‘
I BMI [v] fisl []

Reset Run Stage 1 and 2
I\ |
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24.Click on Stage 1 and Stage 2 configurations to double-check your model Click on
“Run Stage 1 and 2” to generate the definition file. The definition file contains the
syntax that instructs the program to estimate the specified model.

25.1n the definition file, click on “Proceed” to run your model and generate model
output files. If you see a field with the text “null”, it means that there is a mistake in
your model that should be fixed.

E2]

).00001 11 1 200 -999 0 0 0.15

POS_AFFECT
WEEKEND
WEEKEND

MVPA daily mins
BMI

". Proceed l Save Def File ‘

26. A window will appear while model estimation is in progress. The time for generating
the final output depends on the data size and complication of your specified model,
the run time to estimate a model including random slope could range up to 20
minutes or longer.

(L] Please wait ... — X

KA

[ ’

Cancel Analysis
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27.1f the following warning message appears, it indicates that computational difficulties

were encountered that prevented the model parameters from being estimated
successfully. In this case, double-check the format of your dataset and your model

specifications. Some suggestions for steps to take are listed in Appendix A.

TEITETY ST

MIXWILD:

FIXWILDT VOIUME 1IN Arive T IS WINaows =
MIXWILD: Volume Serial Number is C8D3-6C7B ==
MIXWILD: Ly
MIXWILD:

MIXWILD:

MIXWILD:02/20/2018 12:57 PM <DIR>

MIXWILD:02/20/2018 12:57 PM <DIR> oo

MIXWILD:02/20/2018 12:57 PM <DIR> lib

MIXWILD:02/14/2018 08:10 PM 9,619,194 mixreg.jar

MIXWILD:02/14/2018 08:10 PM 472 MixWILD.cfg

MIXWILD: 2 File(s) 9,619,666 bytes

MIXWILD: 3 Dir(s) 5¢,732,880,896 bytes free

MIXWILD: Volume in drive C is Windows

Volume Serial

Number is CSD3-6C7B

Execution failed!

X

@ Failed to build model. Please revisit your regressors and try again. For more information, checkout help docs.

MIXWILD:02/26/2018 11:35 AM 312 MIXREGMLS_RANDOM MIXOR.def

MIXWILD:02/2€/2018 11:35 RM 894,938 mixregmls_random mixor.exe

MIXWILD:02/26/2018 11:33 AM 653,611 Mixwild example_data.dat

MIXWILD:02/26/2018 11:35 RM 636,414 mix random.exe

MIXWILD:02/26/2018 11:35 AM €50,681 repeat_mixor.exe

MIXWILD:02/26/2018 11:35 RAM 647,097 repeat_mixreg.exe

MIXWILD: 8 File(s) 5,319,147 bytes

MIXWILD: 2 Dir(s) 56,732,880,896 bytes free

MIXWILD::Exit Value: -1073741515 ||
|

| [»]

i

Cancel Analysis

28.When estimation is completed, the Stage 1 and Stage 2 results can be seen by

clicking the Stage 1 and Stage 2 Results boxes, respectively.



File Help

 Stage 1 Configuration | Stage 2 Configuration |  Stage 1Results | Stage 2Results | View Model | View Data

Results from stage 1 analysis

a
Model WITH RANDOM Scale and Location-Scale Association
Total Iterations = 15
Final Ridge value = 0.00
Log Likelihood = -49663.899
Akaike's Information Criterion = -49672.899
Schwarz's Bayesian Criterion = -49695.671
==> multiplied by -2
Log Likelihood = 99327.797
Akaike's Information Criterion = 99345.797
Schwarz's Bayesian Criterion = 99391.342
[Variable Estimate AsymStdError z-value p-value
BETA (regression coefficients)
Intercept 42.54922 0.29252 145.45823 0.00000
[WEEKEND 1.64891 0.23799 €.92840 0.00000
Random (location) Effect Variances and Covariances
Intercept 71.87876 3.91368 18.36605 0.00000 [
Covariancel2 -10.40457 2.37375 -4.38318 0.00001
[WEEKEND 14.78058 2.60495 5.67404 0.00000 =
[TAU (WS wvariance parameters: log-linear model) |
Intercept 4.71390 0.01958 240.81170 0.00000
Random location effects on WS variance (log-linear model) g
[m Save Results As ...
File Help
Stage 1 Configuration r Stage 2 Configuration ] Stage 1 Results ]’ Stage 2 Results | View Model r View Data
Results from stage 2 analysis
Locat_2 -0.0000 5834 1.8591 0.5152 |~
Scale -0.0000 -1.9131 1.7382 0.6266
Locat_l*Scale -0.0175 -2.9460 3.5733 0.6266
Number of replications = 500
Final Results
Average Log Likelihood = -4458.884 (sd= 2.993)
Bkaike's Information Criterion = -4464.884
Schwarz's Bayesian Criterion = -4480.065
==> multiplied by -2 -
Log Likelihood = 8917.768
Bkaike's Information Criterion = 8929.768
Schwarz's Bayesian Criterion = 8960.130
[Variable Estimate AsymStdError z-value p-value
Intercept 60.58810 1.40794 43.03307 0.00000 =
BMI -0.76587 0.05049 -15.16847 0.00000
Locat_1 1.46400 0.45424 3.22297 0.00127
Locat_2 -0.27521 0.64670 -0.42556 0.67043
Scale 1.34265 0.57103 2.35128 0.01871
Locat_l*Scale -0.66794 0.59394 -1.12459 0.26076
Resid.Variance 123.57794 5.15942 23.95190 0.00000
-
m Save Results As ...

53
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29.All files generated from the program can be found in a folder with the prefix MixWILD
under the same directory of your dataset.

™ » MIXWILD
MName
cess
MIXWILD131988992
o
P | Miawild_example_data
loads

Date modified

130 PM

Pt | L

/62018
/26,201

N
bf2u

811:54 AM

Type

File folder

Microsoft Excel Comma Separated Values File

30.The OUT files with suffix_1 and _2 are the results that are identical to those in the

Stage 1 and Stage 2 boxes.

KWILD > MIXWILD151988992

Marme - Date modified Type Size
work 4/1/2018 5:06 PM File folder
Mj mix_random 2/26/2018 1:12 PM DEF File 1KB
[#] mix_random 2/26/2018 1249 PM  Application 665 KB
[#:] mixor 2/26/2018 12:49 PM  Application 914 KB
[5] mixreg 2/26/2018 1249 PM  Application 967 KB
M:I MIXREGMLS_RANDOM_MIXREG 2/26/2018 12:48 PM  DEF File 1KB
=] Miawild_example_data 3/8/2018 11:42 AM Microsoft Excel C... 635 KB
mll Mizowild_example_data 2/26/201812:47PM  DAT File 635 KB
Mj Miewild_example_data_Output 2/26/2018 12:49 PM  DEF File TKE
|| Mixwild_example_data_Output.mwa 2/26/2018 12248 PM MWA File %4 KB
_d Miewild_example_data_Output.mwd 2/26/2018 1248 PM MWD File 20 KB
mj Mizwild_example_data_Output_1 2/26/2018 1:12 PM OUT File 14 KB
j Miewild_example_data_Output_2 2/26/2018 1:13 PM CUT File 3KB
_.'| Mizwild_example_data_Output_ebrandom 2/26/2018 1:12 PM DAT File 1,707 KB
j Miewild_example_data_Output_ebwvar 2/26/2018 1:12 PM DAT File 156 KB
Mj Mizwild_example_data_Output_level2 2/26/2018 1:12 PM DAT File 35 KB
j Mixwild_example_data_Output_random 2/26/2018 1:12 PM DIEF File 1KB
Mj Mixwild_example_data_Output_random_500 2/26/2018 1:13 PM QUT File 2 KB
mj Mizwild_example_data_Cutput_repeat_mixreg 2/26/2018 1:12 PM DEF File 1KB
[#] repeat_mixor 2/26/2018 12243 PM  Application 680 KB
mjl repeat_mixreg 2/26/2018 1:12PM  DEFFile 1KB
[#] repeat_mixreg 2/26/2018 1243 PM  Application 677 KB

31.There are 3 submodel results in Output_1. The first submodel does not include scale

parameters; the second submodel includes the random scale estimates, and the

third submodel includes the random scale estimates and the random location-scale

association as follows. (A brief description of results from the following third

submodel will be provided)

Model WITH RANDOM Scale and Location-Scale ﬂ550ciati0nl

15
8.8

Total Iterations
Final Ridge walue

Log Likelihood
Akaike's Information Criterion
Schwarz's Bayesian Criterion

-49663.899
-49672.899
-49695.671
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5.1. Brief interpretation of Mixregmls - Linear Regression model
results
Stage 1 model with random scale and location-scale association

Total Iterations = 15
Final Ridge walue = B8.80
Nariable Estimate AsymStdError z-value p-value

BETA (regression coefficients)
Intercept 42,.54922 8.,29252 145, 45823 8.00600
WEEKEND 1.64891 B8.23799 6.92848 B.00600

Random (location) Effect Variances and Covariances

Intercept 71.87876 3.91368 18.36685 8.eee080
Covariancel2 -18.48457 2.37375 -4.38318 8.eeee1
WEEKEND 14.78858 2.68495 5.67484 8.eee080

TAU (WS variance parameters: log-linear model)
Intercept 4.713%a 8.81958 2408.81170 0.80008

Random location effects on WS wvariance (lgo-linear model)
Intercept -8.12268 8.82285 -5.33863 8.eeeee
WEEKEND -8.83975 8.83458 -1.14954 8.25833

Random scale standard deviation
Std Dev B.406098 B.82188 19.81857 B.00600

e The Stage 1 model shows that weekend is positively associated with positive affect
(estimate=1.6489, p<.001). Individuals overall have higher mean positive affect on
weekend days relative to weekdays.

e There is significant variability in both intercept (i.e., random intercept) and slope (i.e.,
random slope) across subjects. The random intercept is estimated as 71.8788 on the
log scale (p<.001) and the random slope is estimated as 14.7808 on the log scale
(p<.001). Therefore, individuals differ from each other in their mean levels of positive
affect and in their associations between weekday/weekend and momentary positive
affect.

e The random intercept and random slope are negatively associated with each other
(estimate= -10.4045, p<.001). This negative covariance indicates that subjects with
higher weekday mean levels of positive affect (i.e., higher levels of the intercept) do
not increase in positive affect as much on weekends, relative to subjects with lower
weekday positive affect.

¢ For the relationships between the random location and scale effects, the random
intercept (i.e., weekday positive affect) is negatively associated with the WS variance
(estimated as -0.1220 on the log scale (p<.001). This indicates that subjects with
higher weekday positive affect are more consistent/less erratic in their mood reports.
A subject’s random slope (positive affect change on weekend days relative to
weekdays) is not significantly related to a subject’'s WS variance.

e There is significant variability in scale across subjects, as the Std Dev for the
Random scale is estimated as 0.4010 on the log scale (p<.001). Thus, individuals
differ from each other in their degree of within-subject/intraindividual variability in
positive affect.
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Stage 2 model with continuous subject-level outcome

Final Results

Average Log Likelihood = -4458 884 (sd= 2.993)

Akaike's Information Criterion = -4464 ., 884

Schwarz's Bayesian Criterion = -4480.0865

==> multiplied by -2

Log Likelihood = 8917.768

Akaike's Information Criterion = 8929.768

Schwarz's Bayesian Criterion = 8960.136
Variable Estimate AsymStdError z-wvalue p-value
Intercept 668.58818 1.48794 43.893387 8.oeeee
BMI -8.76587 8.85849 -15.16847 8.oeeee
Locat 1 1.464688 8.45424 3.22297 a.ee127
Locat_2 -8.27521 8.64670 -8.42556 8.67043
Scale 1.34285 8.57183 2.35128 8.81871
Locat_1*Scale -8.66794 8.59394 -1.12459 8.26876
Resid.Variance 123.57794 5.15942 23.951%¢ @.ooeee

In the Stage 2 final results table, Locat 1 refers to the effect of the random
intercept (i.e., within-subject mean) on MVPA minutes; Locat_2 refers to the effect
of the random slope (i.e., within-subject association between weekday/weekend
and positive affect) on MVPA minutes; Scale refers to the effect of random scale
(i.e., within-subject variance) on MVPA minutes; and Locat_1* Scale is the
interaction between random intercept and random scale predicting MVPA minutes.

e Results show that after controlling for other variables, subjects’ BMI is negatively
associated with mean MVPA minutes (estimate= -0.7659, p<.001).

e The random intercept (Locat_1) positively predicts MVPA minutes when the
random scale is zero (estimate= 1.1460, p<.001). Since the random effects are
centered around zero, a random scale of zero represents the average scale. For
subjects with average scale of positive affect, higher levels of weekday positive
affect are associated with higher daily MVPA minutes.

e The random scale (Scale) is significant in predicting MVPA minutes when the
random intercept (Locat_1) is zero (estimate=1.3427, p<.05). Since the random
effects are centered around zero, a random intercept of zero represents the
average positive affect level on weekdays. For subjects with average weekday
levels of positive affect, higher levels of mood variability are associated with higher
averaged daily MVPA minutes.

Note:

1. The numbers of level 1 and level 2 observations correspond to the available non-
missing observations of level 1 and level 2 variables included in both Stage 1 and Stage
2 models. Thus, these analyses are carried out using observations that are non-missing
in terms of both outcomes (positive affect and averaged daily MVPA) and regressors
(weekend and BMI). Refer to the supplemental documents for more detailed
explanation of the Stage 1 and Stage 2 model results.
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. Example 5: Running Mixregmls - Logistic regression model
in MixXWILD
Continuous
Mixregls Linear
Random subject Regrgssmn
. Continuous
intercept (and Outcome subject-level
random scale) outcome
Qf‘é
%
(?)
%,
%
Mix Suite Location Effects Stage 1 "0, Stage 2
o
<3 &
QO
N
0(‘
Mixregmls Logistic
Random subject Outcome Regression
intercept, Dichotomous or
slope(s), and ordinal subject-
random scale level outcome

Dichotomous or Ordinal

Example research questions for Mixregmls-Logistic Regression model

Examine whether subject-level mean (i.e., random intercept or within-person mean)
and subject-level variance (i.e., random scale or degree of within-person /
intraindividual variability) of momentary positive affect (within-subject, continuous,
time-varying variable) predicts subject-level obesity risk (between-subject,
dichotomous, time-invariant variable), in addition to their positive affect change
between weekdays and weekends (within-subject, dichotomous, time-varying
variable), Sex, and Age (between-subject, continuous, time-invariant variable).
Examine whether there is significant variability between individuals in the association
(i.e., random slope) between weekday/weekend and momentary positive affect (i.e.,
whether individuals differ from each other in the extent to which positive affect
increases towards the end of the week), after controlling for subject-level mean and
subject-level variance.

Examining whether the variability between individuals in the association (i.e.,
random slope) between weekday/weekend and momentary positive affect predicts
subject-level obesity risk, after controlling for Age.

Examining whether participants’ Age could moderate the associations between
mean levels (i.e., random intercept) and variances (i.e., random scale) in positive
affect in predicting obesity risk, and whether participants’ Age could moderate
weekend-positive affect association (i.e., random slope) in predicting obesity risk.
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Stage 1 outcome variable: Positive affect (time varying)

Stage 1 regressor (with random slope): Weekend vs. Weekday (time varying); Sex
(time invariant)

Stage 2 outcome variable: Obese or Non-obese (time invariant)

Stage 2 regressors: Age (time invariant); Age x random intercept interaction; Age X
random scale interaction; Age x random intercept x random scale interaction

6.1. Step-by-step instructions for running a Mixregmls- Logistic
regression model in MixWILD

1.Double-click on the MiXWILD icon to open the main window.

2.Click on “File” and then select “New Model” (or use keyboard shortcut Ctrl + N).

(2] Mix suite

E‘ Help
New Model Trl-N
Modify Stage 1 and 2
Modify Stage 2 Only
Super User Mode
Exit ciri-a

4

# s X Mix{WILD]}

Mixed model analysis With Intensive Longitudinal Data

3.Click on “Instructions” to make sure your data are in the correct format.

iy - X
% -
Is your dataset Mix{WILD} friendly?
Data File: I | Browse Please follow these instructions ...
Title: | |
Random Location Efects: () ntercept () Intercept + Slope(s) - You should always use a .csv file
Random Scale? - You should ensure that missing values are not blanks

- Missing value codes should be numeric only
Stage 2 OQutcome: () Continuous Dichotomous/Ordinal ) None

- Please ensure that the data is sorted by IDs
Contains missing values? ) Yes ) No

T - The first row in the .csv file should be column names
Gotit |

V] X cancl | [_reser ] [_suom




4.Click on “Browse” to select the location of your data file (in .csv) and then click
“Open”-

[£] Open X

Look In: 'IjNHXWILD I']

B Hi:mild_exnnu)le_data.csvi

File Name: IMixwild__example_data.csv |

Files of Type: |Data files [~

3 [ open || cancer |

m [ cancet [ Reset [] “Submit |

5.Click on “View Data” to preview your data file to verify your data and format are
correct.

| £ Mi Suite

File Help

f Stage 1 Configuration r Stage 2 Configuration r Stage 1 Results r Stage 2 Results r View Model r/ View DataéJ
Imperted data file: Mixwild_example_data.csv

D AGE SEX WEEKEND DOwW OBESE BMI NEG_AFFE..|POS_AFFE...|MVPA_daily..| SED_daily_..

1 1047 1 0 0 1 -4.79 40 2 3819 -999
1 1047 1 0 1 1 -4.79 -999 30 3819 -999
1 1047 1 0 1 1 -4.79 50 35 3819 -999
1 1047 1 1 5 1 -4.79 10 38 3819 -999
1 1047 1 0 1 1 -4.79 35 43 3819 -999
1 1047 1 1 5 1 -4.79 40 44 3819 -999
1 1047 1 0 1 1 -4.79 10 -999 3819 -999
1 1047 1 0 0 1 -4.79 20 -099 3819 -899
1 1047 1 0 0 1 -4.79 30 -099 3819 -899
1 1047 1 1] 1] 1 -4.79 40 -099 38.19 -899
1 1047 1 1 5 1 -4.79 40 -099 38.19 -899
12 120.47 1 0 3 1 -4.79 52 15 22.03 9.48
12 120.47 1 0 12 1 -4.79 39 17 22.03 9.48
2 120.47 1 0 3 1 -4.79 49 22 22.03 9.48
2 120.47 1 1 1 1 -4.79 50 22 22.03 9.48
2 120.47 1 1 1 1 -4.79 59 24 22.03 9.48
2 120.47 1 1 5 1 -4.79 30 33 22.03 9.48
2 120.47 1 1 1 1 -4.79 20 35 22.03 9.48
2 120.47 1 0 4 1 -4.79 10 38 22.03 9.45
2 120.47 1 1 1 1 -4.79 40 39 22.03 9.45
2 120.47 1 1 li 1 -4.79 41 44 22.03 9.48
2 120.47 1 1 5 1 -4.79 50 48 22.03 9.48
2 120.47 1 0 4 1 -4.79 50 48 22.03 9.45
2 120.47 1 1 5 1 -4.79 40 49 22.03 9.45
2 120.47 1 1 5 1 -4.79 40 49 22.03 9.45
2 120.47 1 0 4 1 -4.79 50 51 22.03 9.48
2 120.47 1 0 12 1 -4.79 10 52 22.03 9.48
2 20.47 1 0 0 1 -4.79 50 59 22.03 9.48
2 20.47 1 0 0 1 -4.79 30 62 22.03 9.48
2 20.47 1 1 5 1 -4.79 40 65 22.03 9.48
2 20.47 1 1 5 1 -4.79 20 66 22.03 9.48
3 1747 1 0 2 1 -4.79 61 15 22.03 9.48
3 17.47 1 0 4 1 -4.79 38 22 22.03 9.48
3 17.47 1 1 G 1 -4.79 60 25 22.03 9.48
3 1747 1 0 2 1 -4.79 33 38 22.03 9.46




6. Add title to your output files. Select “Intercept + Slope” from Random Location

Effects specification for subject-level mean and subject-level slope. Check “Random
Scale” for subject-level variability.

7. Select “Dichotomous/Ordinal” for the Stage 2 outcome.

8. Click on missing values if there are any in your dataset; specify your missing value

code in the box (i.e., -999 in the example dataset).

(&

Is your dataset Mix{WILD} friendly? Check here...

X

Data File: ‘)p'\rvliand\Mixwil d_example_data.csv| Browse

Title:  Mbwild_examples

|

Random Location Effects:

) Intercept @ Intercept + Slope(s)

Random Scale? [v]
Stage 2 Outcome: (O Continuous @ Dichotomous/Ordinal - None
Contains missing values? ® Yes (. No
Missing value code: ‘-999
|mm { Cancel 1 l Reset l ‘ Submit 1

9. After you submit, the interface will take you to the page that enables you to configure

your Stage 1 model.

10. Select ID variable and positive affect as your Stage 1 outcome variable.
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File Help

Stage 1 Configuration r Stage 2 Configuration r Stage 1 Results r Stage 2 Results r View Model r View Data ‘

Selected model configuration:

Stage 2 outcome: Dichotomous

Random location effects: Intercept + Slope

Stage 1 Regressors

Mean Random S$lo... Scale

Level-1

ID Variable:

i

‘v‘

Stage 1 Outcome:

[pos_arrecT

"‘

‘ Configure Stage 1 Regressors ...

‘ Options ...

@ Yes

) No

V1"

Association of random location & sc...

Level-2

Mean

Scale

Reset

Configure Stage 2
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11. Specify the association between the mean and within- subject (WS) variance, which
is the association of the random location and random scale effects. The default is no
association, but “Yes” is selected for the following example.

12.Click on “Modify Stage 1 regressors”. Select “Weekend” for time-varying
regressor and select “Sex” as a time-invariant regressor and click on “Submit”.

File  Help
Stage 1 Contigaration

$aage 1 Results | Siage 7 Ressits | View Model | View Data

Stage 1 Regressors

Sulected model conbguration

Scale

Fandorm kcabion effects: interoepd + Skope
Stage 2 cute c: DiChetomous Maan Random Sia. scake Mear
Leved 1 Level-2
D Variable: Add Skage 1 Regressors - ®
0 -
Variables Lavel1 (Time Varyisg)
tage 1 Ot =
Stage 1 Cwtcome: — =
POS_AFFECT - oW Ao
OFIE SE
aM e,
MEG_AFFECT
Conhgure Stage 1 Regressors MVPA_daily_ s
SED_daily_bis
— Step 12
Lerwed 2 (Tieme irvariang
Asssciation of random keaton & se
sEX
hidd

. Step 11

mm Hesel
V]

Configure Siage 3

13.Select the boxes in the mean column, random slope, and scale column to allow
Stage 1 regressors to predict the mean, estimate random slope, and/or random
scale of Stage 1 outcome, respectively. In this example, weekend will be included in
the mean model and allow for it to have a random slope (i.e., the positive affect
change between weekdays and weekends will be allowed to vary across subjects).

=} b4

|| Mix Suite
File Help
Stage 1 Configuration | 5

Selected model configuration:

Configure Stage 1 Regressors .

Options

Association of random location & sc..

& Yes

No

V11

Stage 1 Results

Stage 2 Results

View Model | View Data

stage 1 Regressors

Disaggregate?

Random location effects: Intercept + Slope
Stage 2 oulcome: Dicholomous Mon Famiom $o... Scule
Level-1 Level-2
1D Variable:
0] -
Stage 1 Outcome:
POS_AFFECT -
WEEKEND v v
SEX &

Configure Stage 2




14.Select “Disaggregate” for each of the time-varying variable(s) for which
decomposition of the within-subject and between-subject effects in predicting Stage

L] Mix Suite

1 outcome is desired. In this case, we will not disaggregate the Weekend variable.

File Help

Stage 1 Configuration Stage 1 Results

Selected model configuration:

Random location effects: Intercept + Slope
sStage 2 outcome: Dichotomous Mean
Leved-1

ID Variable:

Stage 1 Owlcome:

POS_AFFECT

Stage 2 Results | View Model | View Data

Stage 1 Regressors

Random Slo... Scale

Level-2

Configure Stage 1 Regressors ... WEEKEND Ld

Options ... Disagaregate?

Association of random location & sc._

o Yes

Mo

V1]

- [m]

Mean Scale

Reset Configure Stage 2

*

15.Click on “Options” to change other default settings if needed. In most cases, we
will keep Mean, BS and WS intercept checked.

Maximum [terations:
Ridge:

Standardize All Regressors?

Discard Subjects with no Variance?[ |

Resample Stage 2:

No. of Samples:

|£| Options ...
Mean Intercept: vl
BS Variance Intercept: [v]
WS Variance Intercept: v
Convergence Criteria: 0.00001 |
Quadrature Points: | 11
Adaptive Quadrature: [v]

V11X |

Cancel “ ’ Reset

Submit ‘

16. By default, the estimated random effects of the Stage 1 analysis (i.e., random
location and scale effects) are resampled 500 times in the Stage 2 analysis.

Resampling is necessary because the random effects are estimated quantities that
are entered as regressors in the Stage 2 model.

17.Leave “Discard Subjects” unchecked, so we do not drop participants who have 0
variation in their Stage 1 outcome variable. Click on “Submit”

(Refer to the supplemental documents for further description of Options settings)
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18.Select “Obese” as Stage 2 dichotomous outcome variable in Stage 2
configuration page. Check if the outcome categories are correct.
19. Click on “Configure Stage 2 Regressors” to add regressor(s).

| Mux Suite
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File Help

Stage 1 Configuration | Stage 2 Configuration | Stage 1 Resulls | Stage 2 Results | View Model

| “View Data |
Stage 2 Interactions

Main Effects Random Location

Random Scale Location X Scale
Stape-2 Regressors

Stage 2 Outcome:

OBESE
Configure Stage 2 Regressors ...

Check outcome categories
2 Categories
170
21

= Reset Run Stage 1 and 2
Wi |

20.Select “Age” as a regressor in the Stage 2 model. Stage 2 regressor(s) are
generally time-invariant variable(s). However, if they are time-varying variables, the

program will calculate subject averages of the variable. Click on “Submit” when
finished.

File Help

Stage 1 Configuration | Stage 2 Configuration | Stage 1Results | Stage 2 Results | View Model | View Data

Stage 2 Interactions

Main Effects Random Location

Random Scale Location X Scale
Stage-2 Regressors
Stage 2 Outcome:
|| Add Stage 2 regressors X
OBESE -
Variables Level 2 (Time Invariant)
Conf Stage 2 Ri
onfigure Stage egressors SEX Age
WEEKEND
A
Check outcome categories pow dd
BMI
Remove
2 Calegories NEG_AFFECT
10 MVPA_daily_mins
2)1 SED_daily_hrs ?

} Run Stage 1 and 2

[m Cancel ‘ Reset Submit
A
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21.Select to add Stage 2 main effect(s) and interaction effect(s) with Stage 1 random
effects as regressors.

File Help
Stage 1 Configuration | Stage 2 Configuration | Stage 1Results | Stage 2 Results | View Model | View Data

Stage 2 Interactions

Main Effects Random Location Random Scale Location X Scale
Stage-2 Regressors

Stage 2 Outcome;

|oBESE -
Caonfigure Stage 2 Regressors ...

Check outcome categories

Categories Age [l ] 2

In this example, we selected “Location x Scale” box, which \
means that a 3-way interaction (AGE x random location x
random scale will be included to predict stage 2 outcome.

Also, the two-way random location x random scale

interactions will also be included. This Location x scale
\interaction option is enabled only if main effects are selected. Y.

22. Click on Stage 1 and Stage 2 configurations to double-check your model. Click on
‘Run Stage 1 and 2" to generate the definition file.

|£] Mix Suite
File Help
Stage 1 Configuration Stage 2 Configuration | Stage 1 Results Stage 2 Results View Model | View Data
Stage 2 Interactions
Main Effects Random Location Random Scale Location X Scale
Stage-2 Regressors
Stage 2 Outcome:
OBESE v
Configure Stage 2 Regressors ...
Check outcome categories
2 Categories:
10
2)1
‘ 1
v Reset l Run Stage 1 and 2 |
VI %




23.The definition file contains the syntax that instructs the program to estimate the
specified model. In the definition file, click on “Proceed” to run your model and

generate model output files.

(&

examples
Created with MixWILD GUI

Mixwild example_data Output

50 0.00000 0 0O 1
18

4 3

4

POS_AFFECT
WEEKEND SEX
WEEKEND

[ S TR

=I}

"C:\Users\chihhsiy\Desktop\New folder (3)\Mixwild example data.dat”

1 2 1 00 0 0 0O O O 0.0000L 11 1 200 -93% 0 1 0.10

‘ Proceed || Save Def File ‘

24. A window will appear while model estimation is in progress. The time for
generating the final output depends on the size of your dataset and the
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complication of your specified model, especially in the Stage 1 model. The run time

to estimate a model including random slope could range up to 20 minutes or

longer.

|| Please wait ...

-2 Log-Likelihood
: Newton-Raphson Iteration

maximum c

-2 Log-Like
Newton-Raphson It

T. 1915535095 I535 ITE-UL ©.9I179432516394¢ g

ection and deri

maximum correction and d

0.1000

[« Tl

¥

| Cancel Analysis |
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25.1f the following warning message appears, it indicates that computational difficulties

were encountered and prevented the model parameters from being estimated
successfully. In this case, double-check the format of your dataset and your model

specifications. Some suggestions for steps to take are listed in Appendix A.

T
— FIXWILDT VOIUME 1IN Arive T IS WINaows = ii—
MIXWILD: Volume Serial Number is C8D3-6C7B ==
MIXWILD: Ly
MIXWILD:
MIXWILD:
MIXWILD:02/20/2018 12:57 PM <DIR>
MIXWILD:02/20/2018 12:57 PM <DIR> oo
MIXWILD:02/20/2018 12:57 PM <DIR> lib
MIXWILD:02/14/2018 08:10 PM 9,619,194 mixreg.jar
MIXWILD:02/14/2018 08:10 PM 472 MixWILD.cfg
MIXWILD: 2 File(s) 9,619,666 bytes
MIXWILD: 3 Dir(s) 5¢,732,880,896 bytes free
MIXWILD: Volume in drive C is Windows
MIXWILD: Volume Serial Number is C8D3-6C7B

Execution failed!

X

@ Failed to build model. Please revisit your regressors and try again. For more information, checkout help docs.

MIXWILD:02/26/2018 11:35 AM 312 MIXREGMLS_RANDOM MIXOR.def
MIXWILD:02/2€/2018 11:35 RM 894,938 mixregmls_random mixor.exe
MIXWILD:02/26/2018 11:33 AM 653,611 Mixwild example_data.dat
MIXWILD:02/26/2018 11:35 RM 636,414 mix random.exe

MIXWILD:02/26/2018 11:35 AM €50,681 repeat_mixor.exe
MIXWILD:02/26/2018 11:35 RAM 647,097 repeat_mixreg.exe

MIXWILD: 8 File(s) 5,319,147 bytes

MIXWILD: 2 Dir(s) 56,732,880,896 bytes free

MIXWILD::Exit Value: -1073741515

< Dl

[«II

i

Cancel Analysis

4
[z
7]

26.When estimation is completed, the Stage 1 and Stage 2 results can be seen by

clicking the Stage 1 and Stage 2 Results boxes, respectively.



File Help
Siage | Configuration | Stage 2 Comtiguraticn | Stage 1 Resatis | Stage 2 Revets | View Model | Viww Dota |
Resuits from stage 1 analysis
e —r—— 1o
Model WITH RANDCOM Scale and Location-Scale Assocission
«=> multiplied by -2
Log Likelincod - 99495.733
Akcaike's Information Criterion =  99515.733
Schwarz's Bayesian Criterion = 99566.380
Variable Estimate AsynStdError z-value p-value
SETA (regression coefficients)
Intercept 42.96071 @.50136 85.68797 0.00000
WEEKEND 1.67701 9.23744 7.06279 ©.00000
SEX -8.65533 9.56931 -1.15108 9.24970
Random (location) Effect Varlances and Covariances
Intercept 71.74435 3.91378 18.33122 @.00000
Covariancel2 -9.81621 2.35683 -4,16493 @.00003
WEEKEND 14.26338 2.5733s 5.54a273 2.00000
TA) (WS variance parameters: log-linear model)
Intercept 4.71828 9.01968 239.78505 0.00000
Random location effects on WS varlance (log-linear model) P
Intercept -9.12884 0.02304 -5.59199 0.00000
|WEEXEND -8.03716 .e353 -1.0527¢ 9.29248 .
Random scale standard deviation
Std Dev 2.40514 9.02103 19.26143 @.00000 -
\”/ vl | Save Resaits As . ]
File Heip
| Stage 1 Configuration | Stage 2 C | stage 1 Resutts | Stage 2 | View Model | View Data |
Results from stage 2 analysis
el
Number of successful replications = 500
Final Results
Average Log Likelihood - -633.691 (sd= 4.949)
Akaike's Information Criterion = -643.691
Schwarz's Bayesian Criterion = -669.015
==> multiplied by -2
Log Likelihood - 1267.382
Akaike's Information Criterion = 1287.382
Schwarz's Bayesian Criterion = 1338.030
Variable Estimate AsymStdError z-value p-value
Intercept -0.23204 0.12897 -1.79908 9.07201
Age 0.05102 0.00865 5.89725 ©.00000
Locat_1 -0.26222 9.10074 -2.60300 0.00924
Locat_1*Age 0.00489 9.00611 0.80068 9.42332 £
Locat_2 -8.03530 9.13734 -9.25703 0.79716
Locat_2*Age 0.00409 0.01000 9.40871 0.68275
Scale 9.15985 2.12141 1.31670 9.18794
Scale*Age 0.02447 9.00788 3.10482 ©.00190
Locat_1*Scale 0.161e9 ©.14936 1.07849 @.28082
L*S*Age -0.00006 9.00943 -0.00608 9.99515
2|
I\ Save Resuits As ..

67
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27.All files generated from the program can be found in a folder with the prefix MixWILD
under the same directory of your dataset.

T

BCCESS

op

loads

s MIXWILD

MName

MEWILD 51988993
=] Mizowild_example_data

Date modified

/672018 5:39 PM

3
-
2

/26/2018 11:34 AM

Type

File folder

Microsoft Excel Comma Separated Values File

28.The OUT files with suffix_1 and _2 are the results that are identical to those in the

Stage 1 and Stage 2 boxes.

29.There are 3 submodel results in Output_1. The first two submodels present the

WILD » MIXWILD131983993

Mame - Date modified Type Size
work 4/2/201812:25 PM File folder
M:I mix_random 2/26/2018 1218 PM  DEF File 1KB
[®] mix_random 2/26/2018 11:35 AM  Application 603 KB
[ mixor 2/26/2018 11:55 AM  Application 914 KB
[5] mixreg 2/26/2018 11:35 AM  Application 967 KB
Mj MIXREGMLS_RAMDOM_MIXOR 2/26/2018 11:35 AM  DEF File 1KB
Mj Mixwild_example_data 2/26/2018 11:35 AM  DAT File 633 KB
Mj Miwild_example_data_Output 2/26/2018 11:35 AM  DEF File 1KB
| | Miwild_example_data_Output.mwa 2/26/2018 11:35 AM  MWA File 94 KB
_lJ Mixwild_example_data_Cutput.rmwd 2/26/2018 11:35 AM MWD File 20 KB
Mj Miowild_example_data_Output_1 2/26/2018 1212 PM OUT File 14 KB
Mj Mixwild_example_data_Cutput_2 2/26/2018 1218 PM OUT File 3KB
_ﬂ Mixwild_example_data_Cutput_cbrandom 2/26/201812:18 PM  DAT File 1,713 KB
Mj Mixwild_exarmple_data_Cutput_ebwvar 2/26/2018 12:18 PM  DAT File 157 KB
Mj Mixwild_example_data_Output_level2 2/26/201812:18 PM  DAT File 107 KB
Mj Mixwild_example_data_Output_random 2/26/201812:18 PM  DEF File 1KB
Mj Mizwild_example_data_Output_random_500 2/26/201812:18 PM  OUT File 2KB
Mj Mixwild_exarnple_data_Output_repeat_mixor 2/26/201812:18 PM  DEF File 1KB
Mj repeat_mixar 2/26/2018 1218 PM DEF File 1KB
[ repeat_mixor 2/26/2018 11:55 AM  Application 680 KB
[#] repeat_mixreg 2/26/2018 11:35 AM  Application 677 KB

results with and without random scale estimates, and the third submodel include the
estimation of random location effects as well as the random location-slope

associations as follows. (A brief description of the results from the following third

submodel will be provided)

Model WITH RANDOM Scale and Location-5cale Association

Total Iterations
Final Ridge wvalue

16
8.ed

Log Likelihood
Akaike's Information Criterion
Schwarz's Bayesian Criterion

-49747 .866
-49757.866
-49783.198
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6.3. Brief interpretation of Mixregmls-Logistic regression model result

Stage 1 model with random scale and location-scale association

Model WITH RANDOM Scale and Location-5cale Association

Variable Estimate AsymStdError z-value p-value
BETA (regression coefficients)

Intercept 42.96871 B.568136 85.68797 g .aaaaa
WEEKEND 1.67781 B.23744 7.86279 8. ee0es
SEX -8.65533 @.56931 -1.151@8 @.24978
Random (location) Effect Variances and Covariances

Intercept 71.74435 3.91378 18.33122 B.eegee
Covariancel2 -9.816081 2.35683 -4.16493 B.eeee3
WEEKEND 14,26338 2.57335 5.54273 g.eggas
TAU (WS variance parameters: log-linear model)

Intercept 4,71528 @.81968 239.78585 @.ee0es
Random location effects on WS variance (log-linear model)

Intercept -8.12884 B.e2384 -5.59199 8. eeges
WEEKEND -8.83716 B.@353e -1.85278 B.29243
Random scale standard deviation

S5td Dev @.48514 B.082183 19.26143 @.oeo0ee

e The Stage 1 model shows that weekend is positively associated with positive affect
(estimate=1.6489, p<.001). Individuals overall have higher mean positive affect on

weekend days relative to weekdays.

e There is significant variability in both intercept (i.e., random intercept) and slope (i.e.,

random slope) across subjects. The random intercept is estimated as 71.7444 on the
log scale (p<.001) and the random slope is estimated as 14.2634 on the log scale
(p<.001). Therefore, individuals differ from each other in their mean levels of positive
affect and in their associations between weekday/weekend and momentary positive
affect.

The random intercept and random slope are negatively associated with each other
(estimate=-9.8160, p<.001). This negative covariance indicates that subjects with
higher weekday mean levels of positive affect (i.e., higher levels of the intercept) do
not increase in positive affect as much on weekends, relative to subjects with lower
weekday positive affect.

For the relationships between the random location and scale effects, the random
intercept (i.e., weekday positive affect) is negatively associated with the WS variance
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(estimated as -0.1288 on the log scale (p<.001). This indicates that subjects with
higher weekday positive affect are more consistent/less erratic in their mood reports.
A subject’s random slope (positive affect change on weekend days relative to
weekdays) is not significantly related to a subject’'s WS variance.

There is significant variability in scale across subjects, as the Std Dev for the
Random scale is estimated as 0.4051 on the log scale (p<.001). Thus, individuals
differ from each other in their degree of within-subject/intraindividual variability in
positive affect.



Stage 2 model with dichotomous subject-level outcome

71

Average Log Likelihood = -633.691 (sd= 4.@49ﬂ

Akaike's Information Criterion = -643.691

Schwarz's Bayesian Criterion = -669.015

==> multiplied by -2

Log Likelihood = 1267.382

fkaike's Information Criterion = 1287.382

Schwarz's Bayesian Criterion = 1338.838
Variable Estimate AsymStdError z-value p-value
Intercept -8.23284 @.12897 -1.79988 g.87281
Age @.@51@2 @.88865 5.89725 @.geeaa
Locat 1 -8.26222 g.18a74 -2.68388 g.88924
Locat_1*Age g.88489 g.88611 g.80068 B.42332
Locat_2 -B.83538 B8.13734 -B.25783 B.79716
Locat 2*Age @.ea4a9 @.aleaa @.48871 @.68275
Scale B.15985 B8.12141 1.31678 B.18794
[Scale*Age @.82447 @.8a788 3.18482 @.8a19a
Locat_1%Scale @.16189 B.14936 1.87849 B.28882
L*S*Age -B. 88886 @.8a943 -B. 88688 @.99515

In the Stage 2 final results table, Locat 1 refers to the effect of the random

intercept (i.e., within-subject mean) on obesity risk; Locat_2 refers to the effect of
the random slope (i.e., within-subject association between weekday/weekend and
positive affect) on obesity risk; Scale refers to the effect of random scale (i.e.,
within-subject variance) on obesity risk; and Locat _1* Scale is the interaction
between random intercept and random scale predicting obesity risk.

e Results show that after controlling for other variables, subjects’ Age is positively

associated with increased obesity risk (estimated log-odds = 0.0510, p<.001; OR =
1.0523). Older subjects are more likely to be obese than younger subjects.

e The random intercept (Locat_1) negatively predicts obesity risk when the random
slope and random slope are zero (estimated log-odds = -0.2622, p<.001; OR =
0.7694). Since the random effects are centered around zero, a random scale of
zero represents the average scale. For subjects with an average scale of positive

affect, higher levels of weekday positive affect are associated with lower obesity

risk.

e The interaction between Age and random scale is significant in predicting obesity
risk in this model (estimated log-odds = 0.0245, p<.001; OR = 1.025). The positive

association of Age on obesity risk is more pronounced for subjects that are more
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erratic/less stable in their positive affect scores. Subjects who are older and who
have higher variability in positive affect are more likely to be obese.

e The random slope and other 2-way and 3-way interactions do not predict people’s
obesity risk in this model.

Note:

1. The numbers of level 1 and level 2 observations correspond to the available non-
missing observations of level 1 and level 2 variables included in both Stage 1 and
Stage 2 models. Thus, these analyses are carried out using observations that are
non-missing in terms of both outcomes (Positive affect and Obesity) and all
regressors (Weekend, Sex, and Age).

2. Interms of level-1 variables (Positive affect and Weekend), only the level-1 missing
observations are removed. In terms of the level-2 variables (Obesity, Sex, and Age),
if a given subject is missing any of these, then they are not included in the analyses.

3. Please refer to the supplemental documents for more detailed explanation of the
Stage 1 and Stage 2 model results.
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7. Appendix A: Steps to take when the program does not
converge to a solution

MixWILD can be used to estimate some rather advanced and complicated statistical
models. In some cases, the program does not converge to a solution. This can be
because the data does not contain enough information to estimate all of the parameters
of the specified model. In this case, trying to estimate a simpler model is warranted. In
general, it is good practice to start simply and build model complexity incrementally. In
this way, users can get a feel for which variables and/or options may be causing trouble
in estimation.

In addition to simplifying the model that one is attempting to estimate, the MixXWILD
program does include some options that can sometimes be modified to help in
estimation of the model parameters. These are included on the Options page and will
be described below.

1. This first comment pertains to models that include random scale parameters.
Random scale parameters allow subjects to have individual estimates of the within-
subject variance, and this is the distinguishing feature of a mixed-effects location
scale model. The possibility of random scale parameters is specified on the first page
that is encountered in the MixXWILD program under the “Random Scale?” selection. In
the graphic below, this is not specified, but clicking on the box to the right of “Random
Scale?” adds random scale parameters to the Stage 1 model.

E‘

Is your dataset Mix{WILD} friendly? Check here...
Data File: |c|arc| ru1Lh-11.ru1|xW|I|:I_example_clata.csx-'| Browse

[Mixwila_mixreg_output |

Title:

Random Location Effects: (&) jptercept ) Intercept + Slope(s)

Random Scale? [ ]

Stage 2 Outcome: ) Continuous ' Dichotomous/Ordinal ® None

Contains missing values? @ Yes . No

Missing value code: -999

I\V/]] ™ cancar | [ moset | [ suom
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In some cases, there may be subjects in the dataset that exhibit no variation on the
Stage 1 outcome variable. In other words, their values on the outcome variable are
exactly the same for all of their observations. This can be particularly true if there are
subjects with few observations (say 2 or 3) in the dataset and/or the Stage 1 outcome
variable is not really continuous but an ordinal outcome with say 5 categories. For such
subjects with no variation on the outcome, the estimate of their random scale goes to
negative infinity and can cause the program to fail to converge. In this case, selection of
the “Discard Subjects with no Variance?” option (clicking on the box to the right of
this question) on the Options page can facilitate model convergence. Selection of this
option will remove these subjects from the Stage 1 analysis (and also the Stage 2
analysis if that is specified).

|£:| Options ... - >

Mean Intercept:

3]

Maximum [terations: 200
BS Variance Intercept:
WS Variance Intercept:
Standardize All Regressors? ]
Convergence Criteria: 0.00001 Discard Subjects with no Variance?| ]
Quadrature Points: 115 Resample Stage 2:
Adaptive Quadrature: No. of Samples:

|mm Cancel | ‘ Reset | ‘ Submit

2. In some cases, the scale of the regressors included in an analysis can be very large.
For example, consider a scenario in which one has a variable for days in the study,
which ranges from 1 to 365 for a year-long study. In this case, because of the large
scale of the variable, any parameter associated with this variable will be quite small and
can be difficult to estimate. In such cases, standardizing the regressors by selecting
“Standardize All Regressors” might be considered. Selection of this option will transform
all regressors to be variables with 0 mean and variance of 1.

3. Estimation of the Stage 1 model involves a numerical integration (i.e., quadrature)
over the random effect distribution. By default, MixWILD performs adaptive quadrature
with 11 points to do this integration. The more points one uses, typically the more
accurate is the solution, but also the more time it takes to estimate the model
parameters. Usually, 11 points is sufficient, but if model convergence is not achieved,
then increasing the points can sometimes help. So, for example, one might try 15, 21, or
25 points rather than the default of 11. Switching from adaptive to non-adaptive
guadrature can sometimes work, though typically adaptive quadrature is preferred.
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4. The value of the “Ridge” is usually set to a small fractional value. The ridge increases
the values of the diagonal elements of the 2" derivative matrix by a factor of 1
multiplied by the ridge value (i.e., if the ridge is set to .1, then the diagonal elements of
the 2" derivative matrix are all multiplied by 1.1). The reason that this is helpful is that
this matrix must be inverted at each iteration of the solution, and inversion of this matrix
becomes computationally difficult to the extent that the off-diagonal elements of this
matrix get large, relative to the diagonal elements. Thus, in cases of hon-convergence,
one might try increasing the ridge value to 0.15, 0.2, or even 0.25. This will slow down
the estimation, but in some cases can aid in model convergence.

Ultimately, if one tries these options and still experiences convergence problems, it is
probably the case that the data does not contain enough information to estimate the
specified model. Again, it is a good idea to start simply and to build model complexity in
an incremental manner. For example, one might start with a model that does not include
any regressors (i.e., a null model) and then to add in regressors one by one or in sets of
variables. This will help to isolate where problems develop and to indicate what is and
what is not possible with a given dataset.
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8. Appendix B: Steps to plot the random subject effects from

the ebvar file

This appendix provides guidance for visualizing data used in or generated from the

Mixreg

Is program. Separate sections are provided for using SPSS and R programs

8. 1. Plotting random subject effects using the output file from Mixregls

mode

1.

Is (i.e., example model 2 and example model 3)

Open the ebvar file from the Example 2 output folder (the same folder that

contains all model 2 results)

j Mixwild_example_data_Output_ebvar - Notepad — O x
File Edit Format View Help
-8.24333286 1.25136998 8.13716551 8.82819739 8.331470887
8.26320344 1.81672902 8.13145208 8.81697116 8.357903e8
8.18267609 8.24879141 8.22570245 8.81134302 8.61750918
-8.803087770 8.91000687 8.23114225 8.82445405 8.49896826
1.12667374 -B.66558127 8.12868259 -B.82784683 8.76873717
8.16207506 8.39349925 8.18216454 ©.82899288 8.52641375
-1.59141277 -8.41448326 8.87865436 8.83330661 8.36257475
-8.53984198 -B.85646956 8.873408899 8.82454205 8.4954497¢6
-8.81778250 8.1g870114 8.218e7842 8.86584437 8.62985387
1.95366224 -B.58348848 8.89987587 -8.83404420 8.63775741
8.25530181 8.81754338 8.15509381 8.81151976 8.56815648
1.89878607 8.67417884 8.13521465 -8.088552285 8.42621186
-8.95817823 -8.47975202 8.13732027 8.85457838 8.62996155
-1.20841164 -8.81559601 8.276908578 8.11951537 8.78727476
-1.18181287 -8.53088438 8.18875633 8.88552816 8.76191181
8.85424258 -8.38875666 8.86346612 8.80510820 8.48332769
8.61592118 8.75877124 8.12869192 8.868799275 8.393636822
-8.65224570 -8.70141422 8.14576603 8.84895616 8.73358148
-8.99872966 -8.72465442 8.1589179@ 8.86631998 8.75862619
-8.263180894 -8.35714187 8.14243867 8.82793893 8.62586194
-1.25430566 8.32324925 8.18702380 8.84138314 8.37628306
-1.824156780 -8.37599235 B.88650066 8.84489586 8.41178752
-8.48659080 8.37028711 8.13178307 8.83131974 8.44085577
-8.56479943 0.12822453 8.12337694 8.83418672 8.46216363
1.53267469 -8.57692322 0.89784784 8.84999a37 8.50459208
-1.73533534 -8.52064177 8.22838422 8.15178883 8.91267430
8.61417628 8.34852918 8.18461199 8.80739082 8.410808208
8.86753704 8.13970363 ©.88514678 8.80462406 8.39490595
8.57273947 8.56801881 8.14346744 8.86392524 8.46669276
-1.44161644 -8.75921806 8.15864191 ©.89105298 8.78034700
-1.86884594 -8.72449918 8.118941¢68 8.84919287 8.60830470
1.14143726 8.4p848621 8.11175829 -8.088601924 8.44720714
-8.54664815 8.61347762 8.16385388 8.84808968 8.45500060
8.18745239 -8.46854219 8.16811588 8.81135123 8.71112577
-8.45836285 -8.77387157 8.15864113 8.84350280 8.84188708
-8.78178963 8.83620553 8.118508696 8.83183285 8.32785689

2.

The ebvar file contains 5 columns of values and has as many rows as the
number of participants (n=1119) included in Level-2 analysis. Each row
represents one participant’s estimates of his/her random subject intercept,
random subject scale, variance of random subject intercept, covariance between
random subject intercept, and variance of random subject scale, from left to right.
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3. Copy and paste all values to an Excel document, create the ID variable and label
each column with the corresponding variable name. Save as a new file (i.e.,
example 2 ebvar file.xIxs).

4. Use any statistical program for the basic plotting of the random subject effects,
such as creating histograms, boxplots, and scatter plots.

5. Format the example 2 ebvar file in Excel

A B i D E F
1 | 1D random_intercept random_scale intercept_variance  intercept_scale_covariance scale_variance
2 1 -0.24333286 1.25136998 0.13716551 0.02819739 0.33147087
& 2 0.26320344 1.01672302 0.13145208 0.01697116 0.35790308
4 3 0.18207609 0.24879141 0.22570245 0.01134302 0.61750918
5 4 -0.0030777 0.91000687 0.23114225 0.02445405 0.45096026
& 5 1.12667374 -0.66558127 0.12860259 -0.02784683 0.76073717
7 6 -0.16207506 0.393439325 0.18216454 0.02899288 0.52641375
8 7 -1.59141277 -0.41448326 0.07065436 0.03330661 0.36257475
g 8 -0.53984198 -0.85646956 0.07340899 0.02454205 0.49544976
10 9 -0.8177825 0.10070114 0.21007842 0.06584437 0.62985307
11 10 1.95366224 -0.58348848 0.09987507 -0.0340442 0.63775741
12 11 0.25530181 0.01754338 0.15509381 0.01151976 0.56815648
13 12 1.09078607 0.67417384 0.13521465 -0.00552205 0.42621186
14 13 -0.95817823 -0.47975202 0.13732027 0.05457038 0.62396155
15 14 -1.20841164 -0.01559601 0.27690578 0.11951537 0.78727476
16 15 -1.18101207 -0.53088438 0.18075633 0.08552816 0.76191181
17 16 0.8542425 -0.38875600 0.06346612 0.0051082 0.40332769
18 17 0.61592118 0.75877124 0.12869192 0.00799275 0.39363022
19 18 -0.6522457 -0.70141422 0.14576603 0.04895616 0.73358148
20 19 -0.99872966 -0.72465442 0.1509179 0.06631998 0.75062619
21 20 -0.20310094 -0.35714187 0.14243867 0.02793893 0.62586194
22 21 -1.25430566 0.32324925 0.1070238 0.04138314 0.37628306

8. 2. Instructions for creating histograms in SPSS using point-and-click
function

1. Read in the example 2 ebvar Excel file. Click File -> Open-> Data -> Directory of
the file -> Select file type (xls,xIsx, xlsm) -> Select ebvar file.xIxs -> Open
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File Edit  View Data Transform Analyze Direct Marketing Graphs Utilities Add-ons Window Help

I |

-4 ‘@

| 1D || random_intercept || random_scale || intercept_variance || intercept_scale_covariance || scale_variance ||
1 1 -.243 1.251 A37 028 33
2 2 263 1.017 131 017 358
3 3 g2 249 226 011 618
4 4 -.003 1910 231 024 491
5 5 1127 - 666 129 -.028 761
6 6 -162 393 182 029 526
7 T -1.591 -414 071 033 363
8 8 -.640 -.856 073 0258 495
] 9 -.818 101 210 066 630
10 10 1.954 -.683 100 -.034 638
11 11 255 .018 155 012 668
12 12 1.091 674 135 -.006 426
13 13 -.958 -.480 37 0588 .630
14 14 -1.208 -.016 277 120 787
15 15 -1.181 -.631 181 086 762
16 16 854 -.389 _063 .00& 403
17 17 616 759 129 008 394
18 18 -.652 -.T01 146 049 T34
19 19 -.999 -T25 151 .066 751
20 20 -.203 -.357 142 028 626
21 21 -1.254 323 07 041 376
22 22 -1.824 -.376 087 045 412
23 23 -.407 370 132 031 441

4

—

oo ats i

2. Select Graphs from the toolbar on the top of the window. Click Graphs -> Chart
Builder -> Select Bar -> Select Simple Bar (the first icon).

3 Chart Builder x

Variables: Chart preview uses example data
& D

& random_intercept
& random_scale

& intercept_variance
& intercept_scale_cov..
& scale_variance

g

e Podis?

Mo categories (scak
variabis)

Choose from:

Favorites ——
= 5

Line

Area

Pie/Polar o % )
Scatter/Dot [i]

Histogram .—\ o LX)
High-Low

Boxplot
Dual Axes

E




3. In the Variables window, drag random_intercept variable to the “X-Axis?” box.

Leave the Histogram box as empty. Click OK.

#2 Chart Builder X

Variables: Chart preview uses example data
& 1D

f random_intercept
f random_scale

g? intercept_variance
f intercept_scale_cov...
f scale_variance

Histagram

No categaories (scak
variabe)

Gallery  BasicElements Groups/PointID | Titles/Footnotes

Element
Choose from: Properties...
Favorites ;
Line H |—| H m
Area

Pie/Polar
Scatter/Dot o [i ] % ¢ ¢
Histogram q; ¢ ¢
High-Low

Boxplot
Dual Axes

[ ok ][ Paste |[ Reset |[ cancel || Hep |

4. A histogram of the random subject intercept estimates distribution will be

generated.

Frequency

This distribution has a Mean of 0 and a standard deviation of 0.91.

Mean = .000
Stel. Dev. = 90969

100.0 MN=1119

80.071 B

60.0 BEm

40.09 ]

20.0

0.0 T T T T

-3.000 -2.000 -1.000 0on 1.000 2.000 3.000

random_intercept
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5. Following the same steps, a histogram of random subject scale can be
generated. This distribution has a Mean of 0 and a standard deviation of 0.64.

100.0

50.0

60.0

Frequency

40.0 —

20.05

00 T 1 = T
_2.000 41000 000 1.000 2.000 3.000

random_scale

8. 3. Instructions for creating scatter plots in SPSS using point-and-click
function

1. Select Graphs from the toolbar on the top of the window. Click Graphs -> Chart
Builder -> Select Scatter/Dot -> Select Simple Scatter (the first icon).

#& Chart Builder X

yanames Chart preview uses example data
&0

& random_intercept
& random_scale

& intercept_variance
& intercept_scale_cov..
¢ scale_variance

- s?

(] (o] o

o categorias (scak e
variabia]
Gallery  BasicElements GroupsiPointID  Tiles/Footnotes
Element

Choose from Properties...
Favorites =
Bar o ¢ Fl 4 e Lw® %o
Ling P o ii° r o
Area
Pie/Polar
Scatter/Dot o i T l T
Histogram E g 0 il 4
High-Low 0
Boxplot
Dual Axes

=)



2. In the Variables window, drag random_intercept variable to the “X-Axis?” box
and drag random_scale variable to the “Y-Axis?” (or vice versa). Click OK.

3 Chart Builder

Variables:

Chan preview uses example data

X

& 1D

& intercept_s

& scale_variance

No categories (scak

|~ |

& random_intercept
& random_scale
& intercept_variance

cale_cov..

wariabie)

' random_intercept

Gallery [ Basic Elemenls” Groups/Point IDHTnlealFootnoles l

Choose from:

Element
Properties...

Favorites
Bar

Line

Area
Fie/Polar
Scatter/Dot
Histogram
High-Low
Boxplot
Dual Axes

s
o~

T — | lo
°a| = ‘ o
o

&

Tt

Options...

[_ok ][ paste | Reset |(cancer][ Heip |

3. A scatter plot of the random subject intercept and the random subject scale

estimates will be generated. The center of the data points is close to 0 on both

the X-axis and the Y-axis.

random_scale

-1.000

-2.000

3.0007

2.000

1.000

000

T
-1.000

T N T
000 1.000

random_intercept
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8. 4. Identify participant ID from the SPSS scatter plot

1. Double-click on the scatter plot. A Chart Editor window will pop up.

& Chart Editor - O X
File Edit View Options Elements Help
o0 DXYEAEPS B ILE T

B Y ZEL L

3.000

2.000

1.000-

random_scale

000

-1.000

-2.000 T
-3.000

T T T T T T
-2.000 -1.000 000 1.000 2.000 3.000

random_intercept

2. Select Elements from the toolbar on the top. Select Data Label Mode.

m Chart Editor

Eile  Edit View

- ] X

Options  Elements  Help

(6 o = X Y [ 7] |08 pataLavel Mode

3R

L[L Show Data Labels

W b B B R i

T
-3.000

[# FitLine at Total
3,000
B
|, Interpolation Line
2,000
L]
"
(1]
@ 1.000
E
[=]
o
£
&
g
000
-1.000
2,000

T T T T T T
-2.000 -1.000 .0oo 1.000 2.000 3.000

random_intercept

Data Label Mode

H:375, W-468.75 points
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3. Atargeticon will replace the arrow of the mouse icon. Click on the data points
you want to check for their position in the dataset.

[ Chart Editor - [m} X
File Edit View Options Elements Help

oo BEXYRFAMS B LK CE=WL BEElin EIU
_ B -

i B I

@i ceo no
— |

3.0004

2.000

1.000—

random_scale

000~

-1.000

-2.000 T T T T T T
-3.000 -2.000 -1.000 000 1.000 2.000 3.000

random_intercept

4. The number attached with each data point represents ‘the row number” of your
dataset. You should go back to your dataset to check the actual ID number.

File Edit View Data Transform Analjze DirectMarketing Graphs Uliities  Add-ons  Window  Help

SHe M~~~ BLA0 K 58 BE 491

602 :1D 700
D random_intercept random_scale intercept_variance || intercept_scale_covariance scale_variance
590 685 045 130 203 017 638
5 686 -1.560 -.381 282 169 926
592 687 1.113 550 322 -.069 644
593 658 1.609 -519 151 -.059 789
594 659 1.666 -.506 132 -.048 737
595 690 136 -214 2361 000 _B88
596 691 -492 856 465 07T 653
597 692 062 614 A0 019 349
598 693 -.014 807 97 025 457
599 694 407 1.653 A7 016 336
600 695 -1.363 435 2383 164 751
601 698 -194 -214 138 027 577
602 2.128 1729 064 049 598
603 701 -.235 -.255 136 028 583
604 702 001 21 A0 019 406
605 703 380 329 259 -.004 635
606 704 1.77 -17T 260 -123 832
607 705 770 419 338 -.053 694
608 706 -.819 674 284 77 603

5. For instance, row number 602 in the scatter plot represents participant ID 700;
row number 204 in the scatter plot represents participant ID 243.
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SEe e~ HLFF M B i

[204:1D 243

ID I random_intercept || random_scale ” intercept_variance || intercept_scale_covariance || scale_variance ”
192 231 750 -1.017 070 003 574
193 232 415 879 381 -.019 609
194 233 012 293 241 019 643
195 234 -726 - 441 204 067 814
196 235 -1.126 -534 118 052 611
197 236 -633 - 667 124 041 652
198 237 1.106 -.254 A1 -013 579
199 238 -.320 -683 096 025 562
200 239 526 -164 069 009 378
201 240 A57 459 091 012 385
202 241 -541 -1.024 143 047 860
203 242 1451 -403 152 -.044 a1
204 243 982 -1.780 045 001 626
205 244 652 -.961 061 006 499
206 245 006 -.466 236 019 853
207 246 075 -.086 ng2 Ol 399
208 247 418 -424 073 010 435
209 243 =337 -402 158 034 705
210 249 1.378 382 103 -.007 421
21 250 -.182 830 195 031 465
212 251 -1.915 -.867 129 088 696
213 252 -2.223 -132 336 254 952
214 253 -251 288 164 031 518

1

Data View | Variable View

6. If you are interested in plotting the raw EMA data, you can open the Mixwild
example dataset and plot the momentary positive affect values for participants
700 and 243 following the instructions for plotting histograms.

8. 5. Create histograms using R syntax

1. Open R studio. Read in the example 2 ebvar file and Install packages: ggplot2,
plotly.

> setwd("C:/Users/Desktop/ebvar files")

> data <-read.csv ("Example 2 ebvar.csv", header = TRUE, sep =",", fill = TRUE)
> require(ggplot2)

> require(plotly)

> require(psych)
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Filter
random_intercept random_scale intercept_variance intercept_scale_covariance scale_variance
1 -0.24333236 1.25136992 0.13716551 0.02319739 0.3314709
2 0.26320344 1.01672902 0.13145208 0.01697116 0.3579031
3 0.18207609 0.24879141 0.22570245 0.01134302 0.6175092
4 -0.00307770 0.91000687 0.23114225 0.02445405 0.4909603
5 1.12667374 -0.66558127 0.12860259 -0.02724683 0.7607372
[ -0.16207506 0.39349925 018216454 0.02399288 0.5264138
7 -1.59141277 -0.41448326 0.07065436 0.03330661 0.3625748
8 -0.53984198 -0.85646956 0.07340899 0.02454205 0.4954453
9 -0.81778250 0.10070114 0.21007242 0.06584437 0.6298531
10 1.95366224 -0.58342848 0.099a87507 -0,03404420 0.6377574
11 0.25530181 0.01754338 0.15509321 0.01151976 0.5681565
12 1.09072607 0.67417384 0.13521465 -0.00552205 0.4262119
13 -0,95817323 -0.47975202 0.13732027 0.05457038 0.6299615
14 -1.20841164 -0.01559601 0.27690572 0.11951537 07372748
15 -1.18101207 -0.53082438 0.13075633 0.08552816 07619118
16 0.85424250 -0.38875666 0.06346612 0.00510820 0.4033277
17 0.61592118 0.75877124 0.12869192 0.00799275 0.3936302
18 -0.65224570 070141422 0.14576603 0.04395616 0.7335815
19 -0.99872966 -0.72465442 0.15091790 0.06631998 0.7506262
20 -0.20310094 -0.35714187 0.14243867 0.02793893 0.6258619
21 -1.25430566 0.32324925 0.10702380 0.04138314 0.3762831
22 -1.82415670 -0.37599235 0.08650066 0.04439586 04117875
23 -0.40659030 0.37028711 0.13178307 0.03131974 0.4408558
24 -0.56479943 012822453 012337094 0.03418672 04621036

Showing 1 to 25 of 1,119 entries

2. Plot the random subject effects histograms using the following syntax.

> ggplot(data, aes(x=random_intercept)) + labs(x="Random Intercept Estimates", y =
"Frequency") + geom_histogram(binwidth = 0.2, color="white", fill=rgb(0.2,0.7,0.1,0.5))
+ theme_classic() + scale_y_continuous(breaks = seq(0, 155, by = 25))
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Random Scale Estimates

3. The colors of the bars can be changed for plotting the random intercept
estimates using the following syntax:

> ggplot(data, aes(x=random_scale)) + labs(x="Random Scale Estimates", y =
"Frequency") + geom_histogram(binwidth = 0.2, color="white", fill=rgb(0.7,0.1,0.2,0.5))
+ theme_classic() + scale_y_continuous(breaks = seq(0, 155, by = 25))
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8. 6. Create random subject effects scatterplot using R syntax

> ggplot(example2, aes(x=random_intercept, y=random_scale)) +
geom_point(color="blue", shape=21) + ggtitle("Scatter Plot of Random Intercept and
Scale") + theme(plot.title = element_text(hjust = 0.5)) + labs(x="Random Intercept

Estimates”, y = "Random Scale Estimates")

Scatter Plot of Random Intercept and Scale
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Random Intercept Estimates

8. 7. Plot the random subject effect caterpillar plot using R syntax.

> pd<- position_dodge(0.78)

> ggplot(data, aes(x=ID, y = random_intercept, group = ID)) +
geom_point(position=pd) + geom_errorbar(data=data,
aes(ymin=random_intercept-1.96*sqrt(intercept_variance),

ymax=random_intercept+1.96*sqrt(intercept_variance), color=ID), width=.1,

position=pd)
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1. In this caterpillar plot, the X axis is the ID number and the Y axis is the estimated

random subject intercept.

2. Each black dot represents each participant’s estimated random intercept effect,

and each blue line represents the 95% confidence interval associated with each

random subject intercept estimate.
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3. The subject-level intercept estimates are distributed randomly and have a mean
close to 0.
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8. 8. Create caterpillar plots using a subset of participants

D

pt

o 900

| g 600

g 300

random_interce

1. For example, you can plot just the first 200 participants in this model.

2. This caterpillar looks less condense but the subject-level intercept estimates are
still random and have a mean close to 0.

> ggplot(data, aes(x= data$lD<=200, y = random_intercept, group = ID)) +
geom_point(position=pd) + geom_errorbar(data=data,
aes(ymin=random_intercept-1.96*sqrt(intercept_variance),
ymax=random_intercept+1.96*sqrt(intercept_variance), color=ID), width=.1,
position=pd)
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8. 9. Plot caterpillar plots using the ranked data using R syntax
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1. Sort the random intercept estimates from the lowest to the highest.

2. Save the sorted data as “Example 2 ebvar sort.csv” and create a new variable
called “Rank”. Read in the sort data in R studio as “data2”.

> data2 <-read.csv ("Example 2 ebvar sort.csv", header = TRUE, sep =",", fill = TRUE)
1. Use the same syntax for plotting but change the X axis to Rank.

> ggplot(data, aes(x=Rank, y = random_intercept, group = Rank)) +

geom_point(position=pd) + geom_errorbar(data=data3, aes(ymin=random_intercept-

1.96*sqrt(intercept_variance), max=random_intercept +

1.96*sqrt(intercept_variance), color=Rank), width=.1, position=pd)

2. This caterpillar shows variability of the random subject intercept estimates.
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8. 10. Identify participant ID from the example dataset

1. Sort random intercept and random scale estimates in the dataset to identify
participants who have relatively low or high values.
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Random Intercept Estimates
8. 11. Plot a double histogram using R syntax
1. Compare the raw EMA data on positive affect for participants 243 and 700.
2. Create 2 vectors that include the raw EMA data for each participant.

> x243<-c(45,46,46,46,48,48,49,50,52,53,53,54,56,56,56,56,56)
> x700<-c(12,17,18,20,20,23,23,25,25,26,26,27,28,29,29,29,30,  30,36)

3. Plot a double histogram that combines data from both participants.
> par(mfrow=c(2,1))
> par(mar=c(0,5,3,3))
> hist(x243 , main="", xlim=c(10,65), ylab="Frequency (ID 243)", xlab="",
ylim=c(0,10) ,xaxt="n", las=1, col="orangel", breaks=3)
> par(mar=c(5,5,0,3))
> hist(x700 , main="", xlim=c(10,65), ylab="Frequency (ID 700)", xlab="Momentary
Positive Affect”, ylim=c(10,0) , las=1, col="red4", breaks=5)

90
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4. ID 243 overall has higher levels of momentary positive affect, whereas ID 700
overall has lower levels of momentary positive affect. You can summarize each
of their data using the describe function.

> describe(x700)

vars n mean sd median min max range skew kurtosis se
X700 19 2489 5.65 26 12 36 24 -0.39 -0.28 1.3
> describe(x243)

vars n mean sd median min max range skew kurtosis se
x243 1751.18 4.16 52 45 56 11 -0.11 -1.69 1.01

5. Compare the raw EMA data on positive affect for participants 154 and 723.
6. Create 2 vectors that include the raw EMA data for each participant.

x154 <-c(20, 23, 26, 27, 28, 28, 29, 29, 30, 31, 31, 33, 34, 36, 37, 40)
X723 <-c(10, 12, 14, 17, 21, 21, 38, 53, 60, 64, 66, 66)

7. Plot a double histogram that combines data from both participants.

> par(mfrow=c(2,1))

> par(mar=c(0,5,3,3))

> hist(x243 , main="", xlim=c(10,65), ylab="Frequency (ID 243)", xlab="",
ylim=c(0,10) ,xaxt="n", las=1, col="orangel", breaks=5)

> par(mar=c(5,5,0,3))

> hist(x700 , main="", xlim=c(10,65), ylab="Frequency (ID 700)", xlab="Momentary
Positive Affect”, ylim=c(10,0) , las=1, col="red4", breaks=10)
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8. ID 154 overall has lower variability in momentary positive affect, whereas ID 723
overall has higher variability in momentary positive affect. You can summarize
each of their data using the describe function.

> describe(x700)

vars n mean sd median min max range skew kurtosis se
X700 19 2489 5.65 26 12 36 24  -0.39 -0.28 1.3
> describe(x243)

vars n mean sd median min max range skew kurtosis se
x243 1751.18 4.16 52 45 56 11 -0.11 -1.69 1.01

8. 12. Plotting random subject effects using the output file from Mixregls
models (i.e., example model 4 and example model 5)

1. Open the ebvar file from the Example 5 output folder (the same folder that
contains all model 5 results)



93

=
File Edit Format
-8.67232196
-8.21811889
8.12873366
8.17418552
-8.12223252
-8.89318166
.18686880
.118868315
-8.33889956
-1.68753448
-8.68385849
-8.96917479
. 78027738
.2151603
.98163235
-8.89472618
-1.38298261
-1.18659531
.88159319
.69527944
-8.68486994
-1.82413143
-8.38380726
-1.86966618
-1.97654667
-8.41187293
-8.56463876
-1.37235865
-1.72151699
.69378285
.93588079
.68900112
-1.48636186
-1.88917643
.B6818067
-8.51787612
.81813816

=@

@ @

@

= [ R

@

He

@

-8.

0000000000 E®

o]

-8.
-8.
-8.
-8.
-8.

8
-a.

8

8
-8.
-8
-8.
-8
-8.
-8.
-8.
-8.

[o>]

-0.

[o>]

Ip

.15462558

81175851

.822086208
.82944384
.31893195
.81928028
.85184317
.37557584
. 74116478
84075535
.52428167
.38886897
.B6352830
.23333739
.733843280
.35009694
.B6419589

42633581
45890477
23206946
83195099
85861229

.65882961

68302629

.55495853
.Be697518

84878357

.86978953

59775483

.19287508

21488938
27176732
18979683
22778780

.62479588

87962298

57459787

. 57267587
.27597232
.93034198
a.
a.
-8.
-8.
-8.
a.
-8.
-8.
a.
-8.
a.
a.
-a.
a.
-a.
-8.
a.
-8.
-a.
-8.
a.
-8.
a.
a.
-a.
-8.
a.
a.
a.
-8.
-a.
a.
a.
-8.

28486459
92883665
21818199
82952178
608484021
29668101
411ea778
28694983
83178191
60600197
185108855
64636227
42217133
83827941
47185767
41571575
73591855
64604718
67902084
46324636
48031263
496220845
39457167
14567913
59785138
44689958
29374664
89203960
62037984
77793869
62080035
48663618
65909423
49289373

[ av iR R v I v I R e B VR v I v I v R v I v B v B v B o B v B B v B B B I v B o B v B e B v B o R v B e B v B o R v B v B I v )

. 20878984
.16524996
.13923092
. 25781554
. 29852473
. 26974967
. 24870047
. 24794865
.18287115
889608296
.B9818780
24613574
.12255382
.17924345
.16275915
.18115349
. 38497337
22221489
.B8613652
. 14270865
.19612653
.1667@714
.15821458
.13918933
.18341928
.15772478
. 14898573
011312334
. 26758318
.13758275
89721050
.19532653
. 16988355
.13809511
14445733
.19169874
.19738768

-8.
-8.
-8.
-8.
-8.
-8.
-8.
-8.
-8.
-8.
-8.
-8.
-8.
-a.
-8.
-a.
-8.
-a.
-8.
-a.
-8.
-a.
-8.
-a.
-8.
-a.
-8.
-a.
-8.
-a.
-0.
-a.
-0.
-a.
-0.
-a.
-0.

89882726
14847516
18992186
14984529
21841335
ee2e741e
21690025
25987@a52
18552596
18601854
12092589
173359124
11964385
12701837
13994889
16521612
18921141
16511341
18888605
11232911
17618313
11578859
13808587
14856421
11875445
13492314
13333983
18992942
12538451
14444931
89666826
15814124
11595708
11288824
11937276
14860439
16385044

[ av i R v I av I R e BV R v I I e B v I v B v B e B s B v B B v B s B v I I v B o B v B e B v B o I v B e B v B v B v B o v B« B v

.82875859
.696084595
. 71416182
. 79877889
. 88520015
.99863132
L 74441542
. 74231395
.81420315
.53723236
. 54866756
. 79972908
.62398393
. 73151142
.69285457
.69458496
. 87608355
. 75008384
.51349139
.69219787
. 78923433
.73833979
. 72847434
.64422283
.59318986
. 68860867
.b7262162
.62788617
.81823831
.62627598
.59692124
. 72256106
. 73148854
. 66006446
.67916484
. 73648413
. 740843676

00000

[
[svIav o R o R ov R R R v )

.B6681856
.B2352259
.82644236
.eey7a72e
.84193488
.B2261856
.81159513
.@3340065
.B4617616
.@3357604
.B3870956
.89559601
. 88949836
.01401893
.BB793191
.@4422186
.13493878
.B6994588
.81176623
. 08458955
.85513342
.B6407395
.B5278841
.82533311
.B5776251
.02877311
.B3116886
.B2727995
.14211773
.08543193
.00627464
.01523215
.08204204
.04839141
. 00004953
.03482177
04240120

a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
a.
.BBB996238
.890e4312
.B9709111
.84212594
.04854672
.B6225925
.0e707524
.82175254
04149263
.BB709441
.11482147

=

[cvav o R o R v By B R B v I v ]

84615351
88649117
86785759
88751389
85228394
81492813
00886772
88433635
11951211
81687502
86541480
11217885
18685730
82137934
85727335
82779715
84608881
84463203
86416275
85874272
82398779
88777418
12292827
24964103
87863667
20875875

[ Iav i R v I v I R e BV R v I v I e B v I v B v B v B v B v B B v B v B v I I v B o B v B e B v B o I v B e B v B v B v B o v B B v

.85320117
.33192888
.37184978
.61543678
.49598758
.83734961
.68524129
.752084752
.55974208
.36524208
.51492565
.66416949
. 66449794
.56178356
.43645515
.62424192
. 78802489
.751@6616
.41829428
.49185329
. 72816536
. 74477599
.67899258
.37562634
.43338189
.44158581
.46338135
.51916613
. 98649806
L41773979
.48613411
.47849686
. 78429215
.59675956
44720830
.45296193
. 74084633

2. The ebvar file contains 9 columns of values and has as many rows as the

number of participants (n=1170) included in Level-2 analysis. Each row

represents one participant’s estimates of his/her random subject effects and the
covariance of the random subject effects. The first three columns are the
estimates of the random effects (random intercept, random slope, random scale)
and the next 6 columns are the variance-covariance associated with the random
effects in packed form (random intercept variance, random intercept-random
slope covariance, random slope variance, random intercept-random scale

covariance, random slope-random scale covariance, random scale variance).

3. Copy and paste all values to an Excel, create the ID variable and label each
column with the corresponding variable name. Save as a new file (i.e., example 5

ebvar file.xIxs).

4. Use any statistical program for the basic plotting.

5. Format the example 2 ebvar file in Excel.
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A E C D E F G H | J

1 D random_intercept random_slope random_scale intercept_variance intercept_slope_covariance slope_variance intercept_scale_covariance slope_scale covariance scale_variance
2 1 -0.67232196 0.15462558  -0.57207507 0.20870984 -0.09082726 0.82875859 0.06681856 -0.04615351 0.85320117
3 2 -0.21811809 -0.01175851 = 1.27597232 0.16524956 -0.14047516 0.69604595 0.02352259 0.00649117 0.33192888
4 3 0.12073306 0.82206208 = 0.93034198 0.13923092 -0.10992186 0.71416182 0.02644236 -0.06785759 0.37184378
5 4 0.17410552 0.02944384 = 0.28486459 0.25701554 -0.14904529 0.79077889 0.0077072 0.00751389 0.61543678
6 5 -0.12223252 0.31093195 = 0.92883665 0.29852473 -0.21041335 0.80520015 0.0419348 -0.05220394 0.4959875
7 6 -0.09318166 0.01928028 = -0.21018199 0.26974967 -0.0020741 0.99863132 0.02261056 0.01492013 0.83734361
8 7 0.1868638 0.05184317  -0.02952178 0.24070047 -0.21690025 0.74441542 0.01159513 -0.00086772 0.60524129
9 8 1.11880315 0.37557504  -0.60484021 0.24794065 -0.25987052 0.74231395 -0.03340065 -0.00433635 0.75204752
10 9 -0.33089956 0.74116478  0.29668101 0.18207115 -0.10552596 0.81420315 0.04617616 -0.11951211 0.55974208
1 10 -1.6075344 0.04075535 -0.4110077 0.08900296 -0.10601854 0.53723236 0.03357604 -0.01607502 0.365242
12 11 -0.68385849 0.52428167  -0.90694903 0.0981878 -0.12092589 0.54866756 0.03870956 -0.0654148 0.51492565
13 12 -0.96917479 0.38886897  0.03178191 0.24613574 -0.17339124 0.799729 0.09559601 -0.11217885 0.66416549
14 13 1.70027738 1.0635283 -0.60600197 0.12255302 -0.11964305 0.62390393 -0.00949086 -0.1068573 0.66449794
15 14 0.21510003 0.2333373%  0.10510055 0.17924345 -0.12701037 0.73151142 0.01401893 -0.02137934 0.56170356
16 15 0.90163235 0.7330432 0.64636227 0.16275915 -0.13994089 0.69285457 0.00793191 -0.05727335 0.43645515
17 16 -0.8947261 -0.35009694  -0.42217133 0.18115349 -0.16521612 0.69458456 0.04422186 0.02779715 0.62424192
18 17 -1.30290261 0.06419508 = 0.03027941 0.30457337 -0.10921141 0.87600355 0.13493078 -0.04608081 0.78302489
19 18 -1.10659531 -0.42633581  -0.47185767 0.22221409 -0.16511341 0.75008364 0.0699458 0.04463203 0.75106616
20 19 1.00159319 -0.45850477 = -0.41571575 0.08613652 -0.10888605 0.51349139 -0.01176623 0.06416275 0.41829428
21 20 0.69527944 -0.23206946  0.73591855 0.14270065 -0.11232911 0.69219787 -0.00450955 0.05074272 0.40185329
22 21 -0.68486954 -0.03195099  -0.6460471 0.13612653 -0.17618313 0.70923433 0.05513342 -0.02398779 0.72816536

6. Same steps for plotting the histograms for the 3 random subject effects (random
intercept, slope, and scale) in SPSS (using point-and-click) can be found in
instruction B.2.; Syntax for plotting the histograms for the 3 random subject
effects in R can also be found in instruction B.5.

7. The following R syntax plots the random subject slope effect in histogram.
> ggplot(data, aes(x=random slope)) + labs(x="Random Slope Estimates", y =

"Frequency") + geom_histogram(binwidth = 0.2, color="white", fill=rgh(0.2,0.7,0.1,0.5))
+ scale_y continuous(breaks = seq(0, 155, by = 25))
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8. Same steps for plotting the bivariate scatterplots for the random subject effects in
SPSS (using point-and-click) can be found in instruction B.3.; R Syntax for
plotting the bivariate scatterplots can also be found in instruction B.6.

Fud =

9. The Mixregmls model in Example 5 has 3 random subject effects, so 3
combinations of bivariate scatterplots can be created (random intercept — random
slope; random intercept — random scale; random slope— random scale).

10.The following R syntax creates the scatterplot between random subject intercept
effect and random subject slope effect.

> ggplot(data, aes(x=random_intercept, y=random_slope)) +
geom_point(color="purple”, shape=21) + ggtitle("Scatter Plot of Random Intercept and
Slope") + theme(plot.title = element_text(hjust = 0.5)) + labs(x="Random Intercept
Estimates”, y = "Random Slope Estimates") + ggtitle("Scatter Plot of Random Intercept
and Slope") + theme(plot.title = element_text(hjust = 0.5))
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Scatter Plot of Random Intercept and Slope
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11.The scatter plot of the random subject intercept and the random subject slope
estimates has a center close to 0 on both the X axis and the Y axis.

12.R Syntax for plotting the caterpillar plots for the 3 random subject effects can be
found in instruction B.7.

13.The following R syntax creates the caterpillar for the random subject slope effect.

> pd2 <- position_dodge(0.78)

> ggplot(data, aes(x=Rank, y = random_slope, group = ID)) + geom_point(position=pd2)
+ geom_errorbar(data=data, aes(ymin=random_slope-1.96*sqrt(slope_variance),
ymax=random_slope+1.96*sqrt(slope_variance), color=ID), width=.1, position=pd2)

+ scale_color_gradientn(colours = rainbow(5))
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14. Participants who have relatively low or high values of random subject effects can
be identified by sorting the dataset.

Scatter Plot of Random Intercept and Slope
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Random Intercept Estimates

15. Select and compare the raw EMA data on the association between weekend and
momentary positive affect for participants 392 and 1286.

16.Plot 2 pairs of panel plots that includes scatterplot, histogram, and correlation
coefficient for both participants using the following R syntax.
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> library(psych)

> pairs.panels(ID392, scale = FALSE, density=FALSE, ellipses=FALSE, pch=19, breaks
= 5, hist.col="red4",rug=FALSE, In=TRUE)

> pairs.panels(ID1286, scale = FALSE, density=FALSE, ellipses=FALSE, pch=19,
breaks = 5, hist.col="orangel",rug=FALSE, In=TRUE)
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17.Participant 1286 has relatively high values of momentary positive affect and most
of the momentary affect values are greater than 30. On the other hand,
participant 392 has relatively low values of momentary positive affect and most of
the momentary affect values are lower than 30.

18.The association between weekend and momentary positive affect for participant
1286 is positive, whereas the association between weekend and momentary
negative affect for participant 392 is negative. The red regression lines in the
scatterplots also show opposite direction.

19.Double histograms can also be plotted to compare both participants’ random
intercept and random scale estimates using R syntax listed in section B.11.
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