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1. Overview of Mix Suite: The two-stage approach 

  

Stage 1 models 

Mixregls (Mixed effects Regression Location Scale modeling): This multilevel model 
estimates a mixed-effects location scale model, including a random subject intercept and a 
random subject scale effect. A random subject intercept effect reflects a subject’s mean (or 
location), and a random scale effect reflects a subject’s variability, respectively.  

Mixregmls (Mixed effects Regression Multiple Location Scale modeling): This model 

estimates a mixed-effects location scale model, including a random subject intercept and 

slope(s), as well as a random subject scale effect. The random subject intercept and 

slope(s) are considered location effects because they reflect a subject’s mean response, while 

the random subject scale effect reflects a subject’s variability.   

Stage 2 models 
 

Linear Regression model: This single level linear regression model predicts a continuous 

subject-level outcome using the random subject effects from the Stage 1 model as 

regressors. The random effects can be included in this linear regression model as main effects 

and as interactions with other subject-level regressors.   

Logistic Regression model: This single level logistic regression model predicts a binary or 

ordinal subject-level outcome using the random subject effects from the Stage 1 model as 

regressors. The random effects can be included in the (binary or ordinal) logistic regression 

model as main effects and as interactions with other subject-level regressors. 

   



2 
 

1.1. Instructions for downloading the MixWILD program 
 

1. Visit: https://reach-lab.github.io/MIXWILDGUI/ 

2. Submit your email prior to downloading the application in the web page to receive 

notifications on major software updates. 

3. Click on macOS (64-bit) or Windows (32-bit) to download the 

program. 

4. Select your directory to save the program. 

5. When finished downloading, double-click on the MixWILD icon and 

follow the instructions to complete installation. 

 

1.2. Instructions for formatting your dataset to be MixWILD friendly 
 

1. The dataset should be a .csv file with variable names in the first row. 

2. Data should be in the long format and sorted  ascending or descending by ID number.  

3. Missing values should not be blank or periods (.) in the dataset and should be coded 

as numeric values only (e.g., ‘-999’).  

 
Example dataset overview 

  
 
 
 
 

https://reach-lab.github.io/MixWildGUI/
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1.3. Description of the example dataset  

Intensive longitudinal data (Number of subjects=1245) from an ecological momentary 

assessment (EMA) study (range between 4-14 days) will be used as an example dataset to 

demonstrate different models in the MixWILD program. 

Variables in the example dataset 

ID:  Participant ID number  

SEX:  0 (female); 1 (male) 

AGE:  Number of years (centered around mean age=29.29)        

WEEKEND: 0 (weekday); 1 (weekend) 

DOW: Day of week; 0: Monday, 1: Tuesday, …, 6: Sunday  

POS_AFFECT: Levels of positive affect reported in each prompt 

NEG_AFFECT: Levels of negative affect reported in each prompt 

MVPA_daily_mins: Daily averaged moderate-to-vigorous physical activity time 

                                 in minutes 

SED_daily_hours: Daily averaged sedentary time in hours 

OBESE: 0 = not obese; 1 = obese  

BMI: Body Mass Index (centered around mean BMI=24.66)         

Descriptive summary of the example variables 
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1.4. MixWILD compatibility notes for Windows and macOS users 

The user interface for MixWILD runs in a Java runtime environment that provides feature parity 

between Windows and Mac versions. Native 64-bit binaries for macOS and Windows written in 

Fortran are used to execute statistical analyses and generate model output.  

• To allow for compatibility with older operating systems and architecture, the Windows 

version features an option to use 32-bit binaries.  

 

• Users running MixWILD in a virtual machine, such as VMWare or Parallels, should ensure 

working directories are isolated from hypervisor processes that allow sharing between host 

and guest. These include common directories such as Downloads, Desktop, and 

Documents. Instead, create a new folder located at “C:/MixWILD” to improve compatibility. 

 

 

Suggested references for mixed-effects location-scale model 
 

• Hedeker, D., & Nordgren, R. (2013). MIXREGLS: a program for mixed-effects location 

scale analysis. Journal of statistical software, 52(12), 1. 

 

• Hedeker, D., Mermelstein, R.J., & Demirtas, H. (2012). Modeling between‐subject and 

within‐subject variances in ecological momentary assessment data using mixed‐effects 

location scale models. Statistics in medicine, 31(27), 3328-3336. 

 

• Maher J.P., Dzubur, E., Nordgren, R. Huh, J., Chou, C.P., Hedeker, D., Dunton, G. F. Do 

fluctuations in positive affective and physical feeling states predict physical activity and 

sedentary time? Psychology of Sport and Exercise. In press.  

 

• Maher, J.P., Huh, J., Intille, S., Hedeker, D., & Dunton, G.F. (2018). Greater variability in 

daily physical activity is associated with poorer mental health profiles among obese 

adults. Mental Health and Physical Activity, 14, 74-81. 
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2. Example 1: Running a standard multilevel model (MLM) 
using MixWILD 

 

Example question for applying standard multilevel model in MixWILD 

• Examine whether participants’ momentary negative affect (within-subject, 
continuous, time-varying variable) can predict their momentary positive affect 
(within-subject, continuous, time-varying variable), after controlling for sex. 

 

Regressors: Sex (time-invariant); Negative affect (time-varying) 
Outcome: Positive affect (time-varying) 

Note:  

• A standard multilevel model can be specified in the Stage 1 interface by selecting 
the “None” option for the Stage 2 Outcome.  

• Interaction terms are not generated automatically by the Stage 1 interface. If you 
would like to test interaction(s), you must manually create interaction variable(s) in 
your dataset before running the program. 
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2.2. Step-by-step instructions for specifying a standard multilevel mo
del in MixWILD 
 

1. Double-click on the MixWILD icon to open the main window. 

2. Click on “File” and then select “New Model” (or use keyboard shortcut Ctrl + N). 

 

 
 

 

 

 

 

 

 

 

 
3. Click on “Instructions” to make sure your data are in the correct format.  
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4. Click on “Browse” to select the location of your data file (in .csv) and then click 

“Open”. 

 
 

5. Click on “View Data” to preview your data file and to verify the data and format are 

correct. 
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6. Add a title for your output files. This title name is later displayed in your output files. 
7. Select “Intercept” from Random Location Effects specification and uncheck 

“Random Scale”. 
8. Select “None” for Stage 2 Outcome. 
9. Click on missing values if there are any in your dataset; specify the missing value 

code in the box (e.g., ‘-999’).  

 

10. After you submit this first page, you will advance to the page that enables you to 
configure your Stage 1 model. 
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11. On the Stage 1 Configuration page, select your ID variable and positive affect (a 
time-varying variable) as your outcome variable. 

12. By default, “No Association” is assumed between the mean and within-subject 
variance (only relevant for models with random scale). For random scale models, a 
linear or quadratic association is also possible. 
 

 
13. Click on “Modify Stage 1 regressors” to add other regressors.  
14. Select and add time-varying regressor “NEG_AFFECT” and time-invariant 
regressor “SEX” into the corresponding boxes.  

 

Step 12  

Step 11  
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15. Select the box in the mean column to allow regressors to predict the mean level of 

outcome only.  

16. Select “Disaggregate” for time-varying variable(s) in the mean column if the 
decomposition of the within-subject and between-subject effects in predicting the 
outcome is desired. 

 

17.  Click on “Options” to change other default settings if needed.  
18.  For models that do not include a random scale effect, removing subjects with no 

variance in outcome variable (positive affect in this example) is not necessary. Click 
on “Submit’ to continue. 
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19. Verify your model specifications and click on “Run Stage 1” to generate the 
definition (Def) file. The definition file contains the syntax that instructs the program 
to estimate the specified model. You can save the definition file by clicking “Save 
Def File”. 

 
 

20.  In the definition file, click on “Proceed” to run your model and generate model 
output files. 

21.  A window will appear while model estimation is in progress.  

 



12 
 

22. If the following warning message appears, it indicates that computational difficulties 
were encountered and prevented the model parameters from being estimated 
successfully. In this case, confirm the format of your dataset and your model 
specifications. Troubleshooting suggestions are listed in Appendix A. 

 
 

23.  When the model analyzing is completed, the Stage 1 results can be seen by clicking 

the “Stage 1 Results” box.  
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24.  All files generated from the program can be found in a folder with the prefix 

MixWILD under the same directory of your dataset.  
 

 
 

25.  In the Output_1 txt file, you can find your results that are identical to the results 

found in the Stage 1 results box 
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2.2. Brief interpretation of the multilevel model results 

 

• Notice that the model results do not include effects on the BS or WS variances; as 
they were not specified earlier. Alpha and Tau intercepts are default parameters in 
the output table. These represent the BS and WS variances of positive affect, 
respectively, on the log scale.   

• Results show that after controlling for sex, individuals who have higher mean 
negative affect have lower mean levels of positive affect (BS estimate = -0.1579, p 
< .001). 

• When individuals have higher momentary negative affect than their own mean, they 
have lower momentary positive affect (WS estimate = -0.1010, p < .001).   

• The BS variance in positive affect is reported as the Intercept estimate under Alpha, 
estimated as exp(4.13) = 62.18. The WS variance in positive affect is reported as the 
Intercept estimate under Tau, estimated as exp(4.84) = 126.47.  Thus, the intraclass 
correlation (ICC) for positive affect is estimated as 62.18 / (62.18 + 126.47) = 0.33.   



15 
 

3. Example 2: Running Mixregls - Linear Regression model 
in MixWILD 

 
Example research questions for Mixregls-Linear Regression model 

• Examine whether subject-level mean (i.e., random intercept or within-person mean) 
and subject level variance (i.e., random scale or degree of within-person / 
intraindividual variability) of momentary positive affect (within-subject, continuous, 
time-varying variable) predicts subject-level average sedentary hours per day 
(between-subject, continuous, time-invariant variable), after controlling for sex and 
day of week (DOW). 

• Examine whether participants’ age (between-subject, time-invariant variable) 
moderates the associations between participants’ mean level (i.e., random 
intercept) and (i.e., random scale) variance in momentary positive affect in 
predicting subject-level average hours per day of sedentary behavior (between-
subject, continuous, time-invariant variable), after controlling for sex and day of 
week (DOW). 

Stage 1 outcome variable: Positive affect (time-varying) 
Stage 1 regressors: Day of week (time-varying); Sex (time-invariant) 
Stage 2 outcome variable: Average sedentary hours per day (time-invariant) 
Stage 2 regressors: Age (time-invariant); Age x Random Intercept interaction; Age x 
Random Scale interaction 
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3.1. Step-by-step instructions on running Mixregls - Linear                  
Regression model in MixWILD 

1. Double-click on the MixWILD icon to open the main window. 

2. Click on “File” and then select “New Model” (or use keyboard shortcut Ctrl + N). 

 

 

 
 

 

 

 

 

 

 

 
3. Click on “Instructions” to make sure your data are in the correct format.  
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4. Click on “Browse” to select the location of your data file (in .csv) and then click 

“Open”. 

 
 

5. Click on “View Data” to preview your data file to verify your data and format are 

correct. 
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6. Add title to your output files. This title name is later displayed in your output files.  

7. Select “Intercept” from Random Location Effects specification for the subject-level 

mean and check “Random Scale” for subject-level variability 

8. Select “Continuous” for the Stage 2 outcome. 

9. Click on missing values if there are any in your dataset; specify the missing value 

code in the box (i.e., -999 in the example dataset). 

 

10. After you submit, the interface will take you to the page that enables you to configure 

your Stage 1 model. 

11. On the Stage 1 configuration page, select your ID variable and positive affect as 

your Stage 1 outcome variable. 

12. Specify the association between mean and within- subject (WS) variance of the 
outcome variable, which is the association of the random location and random scale 
effects. “Linear Association” is selected for the following example. For random 
scale models, a quadratic association is also possible.    
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13. Click on “Modify Stage 1 regressors” to select other regressors.  
14. Select and add time-varying regressor “DOW” and time-invariant regressor “SEX”. 

(Note that for demonstration, day of the week (DOW) is treated as a linear regressor 
of positive affect. The user might want to instead treat this as a factor in the model 
by creating 6 dummy codes for the 7 days.  
 

 

 

 Step 12  

Step 11 
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15. Select to allow Stage 1 regressors to predict mean, between-subject variance, 
and/or within-subject variance of Stage 1 outcome.  
 

 
 

 Select the boxes in the mean column, BS Variance column, and WS Variance 
column to allow Stage 1 regressors to predict the mean, between-subject variance, 
and/or within-subject variance of Stage 1 outcome, respectively. Day of week is 
select to predict the mean. 

 Select “Disaggregate” for each of the time-varying variable(s) for which 
decomposition of the within-subject and between-subject effects in predicting Stage 
1 outcome is desired. Day of week is not aggregated in this example. 
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 Click on “Options” to change other default settings if needed.   
 In most cases, Mean, BS and WS intercept should remain checked. Also, uncheck 
the “Discard Subjects” option to use all data for analysis. 

 By default, the estimated random effects of the Stage 1 analysis (i.e., random 
location and scale effects) are resampled 500 times in the Stage 2 analysis.  
Resampling is necessary because the random effects are estimated quantities that 
are entered as regressors in the Stage 2 model. (refer to the supplemental 
documents for further description of Options settings) 

 
 

 Click on “Submit” and then go to “Configure Stage 2”. 

 

Stage 2 outcome should be a time-invariant variable 

in your data set. If it is a time-varying variable, the 

program will calculate each subject’s average and 

treat this average as the Stage 2 outcome   
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 Select “SED_daily_hours” as Stage 2 outcome variable.  
 Add Stage 2 regressor(s) into the model. Stage 2 regressor(s) are also generally 
time-invariant variable(s), however if they are time-varying then the program will 
calculate subject averages of those variables. Click on “Submit” when finished.  

 
 Select to add Stage 2 main effect(s) and interaction effect(s) with Stage 1 random 
effects as regressors. For example, by clicking the “Location x Scale” box, a 3-way 
interaction (AGE x Random location x Random scale) will be included to predict the 
Stage 2 outcome. This Location x Scale interaction option is enabled only if main 
effects are selected. 
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 Click on Stage 1 and Stage 2 configurations to verify your model. Click on “Run 
Stage 1 and 2” to generate the definition file. The definition file contains the syntax 
that instructs the program to estimate the specified model.  
 

 
 

 In the definition file, click on “Proceed” to run your model and generate model 
output files. If you see a field with the text “null”, it means that there is a mistake in 
your model specifications that should be fixed. 
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 A window will appear while model estimation is in progress. The time for generating 
the final output depends on the dataset size and complication of your specified 
model. If your Stage 1 model has many regressors or if you select a large number 
for resampling, the run time could range up to 5 to 10 minutes.  

 
 

 If the following warning message appears, it indicates that computational difficulties 
were encountered that prevented the model parameters from being estimated 
successfully. In this case, double-check the format of your dataset and your model 
specifications.  Some suggestions for steps to take are listed in Appendix A. 
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 When estimation is completed, the Stage 1 and Stage 2 results can be seen by 
clicking the Stage 1 and Stage 2 Results boxes, respectively. 

 

 



26 
 

 All files generated from the program can be found in a folder with the prefix MixWILD 
under the same directory of your dataset.  

 
 The OUT files with suffix_1 and _2 are the results that are identical in the 
Stage 1 and Stage 2 boxes in the MixWILD program. 

 

 The OUT files with suffix_1 contains the results from Stage 1 model. 

 There are three sets of submodel results in output_1: the first submodel does not 
include scale parameters, the second submodel includes scale parameters but not 
random scale parameters, and the third submodel includes both the scale and the 
random scale parameters.  

 A brief description of the results from the third submodel will be provided in the 
following section. 
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 The OUT file with suffix_2 contains the results from Stage 2 model. 

 
 Location_1 (random intercept) and Scale (random scale) main effects and their 
interaction (Location_1*Scale) are default regressors in Stage 2 model results.  
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4.2. Brief interpretation of the Mixregls - Linear Regression model 
results 

Stage 1 model with random scale parameters 

 
 

• The Stage 1 model (with random scale) shows that “Day of week (DOW)” is 
positively related to positive affect (mean estimate=0.3911, p<.01). People report 
higher positive affect when it is closer to weekend (0=Monday, 1=Tuesday,…, 
6=Sunday. (As mentioned earlier, DOW is used as a linear regressor of positive 
affect for this example. Users might want to instead treat this as a factor in the 
regression model by creating 6 dummy codes for the 7 days).     

• The Stage 1 model also shows that there is significant variability in scale across 
subjects, as the Std Dev for the Random scale (on the log scale) is estimated as 
0.4073 (p<.001). Therefore, individuals differ from each other in their degree of 
within-subject/intraindividual variability in positive affect.  

• The Stage 1 model also shows that the random scale (i.e., within-
subject/intraindividual variance) is negatively associated with the random intercept 
(i.e., within-subject mean), as indicated by the estimate for the Loc Eff for Random 
location (mean) effect on WS variance (estimate = -0.14551, p<.001). Individuals 
with overall higher mean positive affect are less erratic/more stable in their positive 
affect responses. (Note that this result may be also due to a ceiling effect in the 
affect response scale). 
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Stage 2 model with continuous subject-level outcome 

 
 

 

• In the Stage 2 final results table, Locat_1 refers to the effect of the random 
intercept (i.e., within-subject mean) on average hours per day of sedentary 
behavior; Scale refers to the effect of random scale (i.e., within-subject variance) 
on average hours per day of sedentary behavior; and Locat_1* Scale is the 
interaction between random intercept and random scale predicting average hours 
per day of sedentary behavior. 

• After controlling for other variables in the model, this linear regression model shows 
that “Age” is positively related to average hours per day of sedentary behavior 
(estimate=0.0178, p<.001), indicating that older subjects spend more time being 
sedentary.  

• The interaction between Age and the Random Intercept and the interaction 
between Age and Random Scale do not predict individuals’ average hours per day 
of sedentary behavior. 

• Also, the random intercept (i.e., within-subject mean), random scale (i.e., within-
subject variance), and their interaction do not predict individuals’ average hour per 
day of sedentary behavior.  

 
Note:  

1. In these output files, the numbers of level 1 and level 2 observations correspond 
to the available non-missing observations of level 1 and level 2 variables included 
in the model(s).   

2. For a given run, the program includes observations that have non-missing data for 
the outcomes (both Stage 1 and Stage 2), and all regressors (both Stage 1 and 
Stage 2) included in that particular run. Thus, the program uses all available data 
for a given run. 

3. Refer to the supplemental documents for more detailed explanation of the Stage 
1 and Stage 2 model results.  
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4. Example 3: Running Mixregls- Logistic Regression model 
in MixWILD 

 
 

Example research question for Mixregls-Logistic Regression model 

• Examine whether subject-level mean (i.e., random intercept or within-person mean) 
and subject level variance (i.e., random scale or degree of within-
subject/intraindividual variability) of momentary positive affect (within-subject, 
continuous, time-varying variable) predict subject-level obesity risk (between-
subject, dichotomous, time invariant variable).  

 
 

Stage 1 outcome variable: Positive affect (time varying)  
Stage 1 regressors: None (an empty model) 
Stage 2 outcome variable: Obese vs Non-obese (time invariant) 
Stage 2 regressors: Random intercept; Random scale; Random intercept x Random 
scale interaction (these are all default regressors in Stage 2 model results) 
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4.1. Step-by-step instructions on running Mixregls-Logistic regression
 model in MixWILD  

1. Double-click on the MixWILD icon to open the main window. 

2. Click on “File” and then select “New Model” (or use keyboard shortcut Ctrl + N). 

 

 

 
 

 

 

 

 

 

 

 
3. Click on “Instructions” to make sure your data are in the correct format.  
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4. Click on “Browse” to select the location of your data file (in .csv) and then click 
“Open”. 

 
5. Click on “View Data” to preview your data file to verify your data and format are 

correct.  
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6. Add title to your output files.  
7. Select “Intercept” from Random Location Effects specification for subject-level 

mean. Select “Random Scale” for subject-level variability. 
8. Select “Dichotomous/Ordinal” for Stage 2 outcome. 
9. Click on missing values if there are any in your dataset; specify the missing value 

code in the box (i.e., -999 in the example dataset). 

 
 

10. After you submit, the interface will take you to the page that enables you to configure 
your Stage 1 model. 
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11. On the Stage 1 configuration page, select your ID variable and positive affect (a time-
varying variable) as your Stage 1 outcome variable. 

12. Specify the association between the mean and within- subject (WS) variance, which 
is the association of the random location and random scale effects. “Linear 
Association” is selected for this example. For random scale models, a quadratic 
association is also possible. 

 
 

13. Click on “Options” to change other default settings if needed.   
14. By default, the estimated random effects of the Stage 1 analysis (i.e., random 

location and scale effects) are resampled 500 times in the Stage 2 analysis. 
Resampling is necessary because the random effects are estimated quantities that 
are entered as regressors in the Stage 2 model.  

15. Leave “Discard Subjects” unchecked, so we do not drop participants who have 0 
variation in their Stage 1 outcome variable. Click on “Submit” 

 
 

(Refer to the supplemental documents for further description of Options settings) 

Step 12  

Stage 1 is an empty model which has no 
regressors, but it will include a random 
intercept and a random scale effect. Both 
effects will be used in Stage 2 as 
regressors. 
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16. In “Configure Stage 2”, select Stage 2 outcome variable. It should be a 

dichotomous or ordinal time-invariant variable from your data set. 

 

17. Select “Obese” as the Stage 2 outcome variable and check if the outcome 
categories are correct.  
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18. Stage 2 also has no regressors, so you don’t need to click on the “Configure Stage 2 

Regressors” button. The random intercept, random scale, and the random intercept x 

random scale interaction will be included as default regressors in Stage 2. 

19. Click on Stage 1 and Stage 2 configurations to double-check your model. Click on 
“Run Stage 1 and 2” to generate the definition file.  

 
20. The definition file contains the syntax that instructs the program to estimate the 

specified model. In the definition file, click on “Proceed” to run your model and 
generate model output files.  
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21. A window will appear while model estimation is in progress.  

 
22. If the following warning message appears, it indicates that computational difficulties 

were encountered and prevented the model parameters from being estimated 
successfully. In this case, double-check the format of your dataset and your model 
specifications.  Some suggestions for steps to take are listed in Appendix A. 
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23. When estimation is completed, the Stage 1 and Stage 2 results can be seen by 

clicking the Stage 1 and Stage 2 Results boxes, respectively. 
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24. All files generated from the program can be found in a folder with the prefix MixWILD 
under the same directory of your dataset.  

 

25. The output files with suffix_1 and _2 are the results that are identical in the Stage 1 
and Stage 2 boxes in the MixWILD program.  

 
26. There are two submodel results in Output_1. The first submodel does not include 

scale parameters; the second submodel includes the random scale estimates.  

27. A brief description of the results from the second submodel will be provided in the 
following section. 
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4.2. Brief interpretation of Mixregls-Logistic regression model results 

Stage 1: model with random scale parameters 

 
• Since there are no regressors in the Stage 1 model, only the intercept estimates are 

presented in the mean (Beta), between-subject (Alpha), and the within-subject (Tau) 
sections in the Stage 1 results. 

• The Stage 1 model shows that there is significant variability in scale across subjects, 
as the Std Dev for the Random scale (on the log scale) is estimated as 0.4046 
(p<.001). Therefore, individuals differ from each other in their degree of within-
subject/intraindividual variability in positive affect.  

• The Stage 1 model also shows that the random scale (i.e., within-
subject/intraindividual variance) is negatively associated with the random intercept 
(i.e., within-subject mean), as indicated by the estimate for the Loc Eff for Random 
location (mean) effect on WS variance (estimate = -0.1358, p<.001). Individuals with 
overall higher mean positive affect are less erratic/more stable in their positive affect 
responses. (Note that this result may be also due to a ceiling effect in the affect 
response scale).  
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Stage 2: model with a dichotomous subject-level outcome 

 
 

• In the Stage 2 final results table, Locat_1 refers to the effect of the random 
intercept (i.e., within-subject mean) on obesity risk; Scale refers to the effect of 
random scale (i.e., within-subject variance) on obesity risk; and Locat_1* Scale is 
the interaction between random intercept and random scale of positive affect in 
predicting obesity risk (a subject-level binary variable). 

• The Stage 2 model does not include regressors, however, the random intercept 
(Locat_1), the random scale (Scale), and the interaction effect (Locat_1*Scale) are 
default regressors in the Stage 2 final results table. 

• This logistic regression model shows that the random intercept (Locat_1) is 
positively associated with obesity risk (estimated log-odds = 0.4185, p<.001; OR 
=1.5197). Subjects who have higher means levels of positive affect than others are 
more likely to be obese. 

• The interaction between the random intercept and random slope of positive affect 
does not predict individual’s obesity risk. 

 

Note:  
1. The numbers of level 1 and level 2 observations correspond to the available non-

missing observations of level 1 and level 2 variables included in both Stage 1 and 
Stage 2 models. Thus, since there are no regressors, observations with missing 
positive affect (level-1) or missing obesity (level-2) are not included in either 
Stage 1 or Stage 2 analyses. 

2. Please refer to the supplemental documents for more detailed explanation of the 
Stage 1 and Stage 2 model results. 
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5. Example 4: Running Mixregmls- Linear regression model 
in MixWILD 

 
 

Example research question for Mixregmls-Linear Regression model 

• Examine whether subject-level mean (i.e., random intercept or within-person mean) 
and subject-level variance (i.e., random scale or degree of within-person / 
intraindividual variability) of momentary positive affect (within-subject, continuous, 
time-varying variable) predicts subject-level average minutes per day of moderate to 
vigorous physical activity (MVPA; between-subject, continuous, time-invariant 
variable), in addition to their positive affect change between weekdays and 
weekends (within-subject, dichotomous, time-varying variable), and BMI (between-
subject, continuous, time-invariant variable).  

• Examine whether there is significant variability between individuals in the 
association (i.e., random slope) between weekday/weekend and momentary 
positive affect (i.e., whether individuals differ from each other in the extent to which 
positive affect increases towards the end of the week), after controlling for subject-
level mean and subject-level variance. 

• Examining whether the variability between individuals in the association (i.e., 
random slope) between weekday/weekend and momentary positive affect predicts 
average minutes per day of MVPA, after controlling for BMI. 

Stage 1 outcome variable: Positive affect (time-varying) 
Stage 1 regressor (with random slope): Weekday/Weekend (time-varying) 
Stage 2 outcome variable: Average minutes per day of MVPA (time-invariant) 
Stage 2 regressor: BMI (time-invariant) 
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5.1. Step-by-step instructions on running Mixregmls - Linear                
regression model in MixWILD  

1. Double-click on the the MixWILD icon to open the main window. 

2. Click on “File” and then select “New Model” (or use keyboard shortcut Ctrl + N). 

 

 

 
 

 

 

 

 

 

 

 

 

3. Click on “Instructions” to make sure your data are in the correct format.  
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4. Click on “Browse” to select the location of your data file (in .csv) and then click 

“Open”. 

 
5. Click on “View Data” to preview your data file to verify your data and format are 

correct. 
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6. Add title to your output files.  
7. Select “Intercept + Slope” from Random Location Effects specification for subject-

level mean and subject-level slope. Check “Random Scale” for subject-level 
variability. 

8. Select “Continuous” for Stage 2 outcome. 
9. Click on missing values if there are any in your dataset; specify your missing value 

code in the box (i.e., -999 in the example dataset). 

 
 

10. After you submit, the interface will take you to the page that enables you to configure 
your Stage 1 model. 
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11. On the Stage 1 configuration page, select your ID variable and positive affect as 
your Stage 1 outcome variable. 

12. Specify the association between mean and within- subject (WS) variance, which is 
the association between the random location and random scale effects. The default 
is no association, but “Yes” is selected for the following example.  

 
 

13. Click on “Modify Stage 1 regressors” and select time-varying regressor 
“WEEKEND” as the regressor in the Stage 1 model.  
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14. Select the boxes in the mean column, BS Variance column, and WS Variance 
column to allow Stage 1 regressors to predict mean, between-subject variance, 
and/or within-subject variance of Stage 1 outcome, respectively.  

15. In this example, weekend is selected to predict the mean and is allowed to have a 
random slope on positive affect (i.e., the weekend effect on positive affect will vary 
across subjects).  

16. Select “Disaggregate” for each of the time-varying variable(s) for which 
decomposition of the within-subject and between-subject effects in predicting Stage 
1 outcome is desired. Weekend is not disaggregated in this example. 

 
17. Click on “Options” to change other default settings if needed.   
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18. In most cases, we will keep Mean, BS and WS intercept checked. 

19. By default, the estimated random effects of the Stage 1 analysis (i.e., random 
location and scale effects) are resampled 500 times in the Stage 2 analysis. 
Resampling is necessary because the random effects are estimated quantities that 
are entered as regressors in the Stage 2 model.  

20. Leave “Discard Subjects” unchecked, to retain all participants in the Stage 1 
analysis. Click on “Submit”. (refer to the supplemental documents for further 
description of Options settings) 

 
21. Select “MVPA_daily_minutes” as Stage 2 outcome variable.  
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22. Add Stage 2 regressor “BMI” into the model. Stage 2 regressor(s) are generally 
time-invariant variable(s). However, if they are time-varying variables, the program 
will calculate subject averages of the variable. Click on “Submit” when finished.  

 

23. Select to add main effect of BMI in predicting daily MVPA minutes. In this example, 
the interactions between BMI and random location or random slope were not tested, 
so the remaining boxes are unchecked. 
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24. Click on Stage 1 and Stage 2 configurations to double-check your model Click on 
“Run Stage 1 and 2” to generate the definition file. The definition file contains the 
syntax that instructs the program to estimate the specified model. 

25. In the definition file, click on “Proceed” to run your model and generate model 
output files. If you see a field with the text “null”, it means that there is a mistake in 
your model that should be fixed. 

 
26. A window will appear while model estimation is in progress. The time for generating 

the final output depends on the data size and complication of your specified model, 
the run time to estimate a model including random slope could range up to 20 
minutes or longer.  
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27. If the following warning message appears, it indicates that computational difficulties 
were encountered that prevented the model parameters from being estimated 
successfully. In this case, double-check the format of your dataset and your model 
specifications. Some suggestions for steps to take are listed in Appendix A. 
 

 
 

28. When estimation is completed, the Stage 1 and Stage 2 results can be seen by 
clicking the Stage 1 and Stage 2 Results boxes, respectively. 
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29. All files generated from the program can be found in a folder with the prefix MixWILD 
under the same directory of your dataset.  

 
30. The OUT files with suffix_1 and _2 are the results that are identical to those in the 

Stage 1 and Stage 2 boxes. 

 
31. There are 3 submodel results in Output_1. The first submodel does not include scale 

parameters; the second submodel includes the random scale estimates, and the 
third submodel includes the random scale estimates and the random location-scale 
association as follows. (A brief description of results from the following third 
submodel will be provided) 
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5.1. Brief interpretation of Mixregmls - Linear Regression model 
results 

Stage 1 model with random scale and location-scale association 

  
• The Stage 1 model shows that weekend is positively associated with positive affect 

(estimate=1.6489, p<.001). Individuals overall have higher mean positive affect on 
weekend days relative to weekdays.  

• There is significant variability in both intercept (i.e., random intercept) and slope (i.e., 
random slope) across subjects. The random intercept is estimated as 71.8788 on the 
log scale (p<.001) and the random slope is estimated as 14.7808 on the log scale 
(p<.001). Therefore, individuals differ from each other in their mean levels of positive 
affect and in their associations between weekday/weekend and momentary positive 
affect. 

• The random intercept and random slope are negatively associated with each other 
(estimate= -10.4045, p<.001). This negative covariance indicates that subjects with 
higher weekday mean levels of positive affect (i.e., higher levels of the intercept) do 
not increase in positive affect as much on weekends, relative to subjects with lower 
weekday positive affect.  

• For the relationships between the random location and scale effects, the random 
intercept (i.e., weekday positive affect) is negatively associated with the WS variance 
(estimated as -0.1220 on the log scale (p<.001). This indicates that subjects with 
higher weekday positive affect are more consistent/less erratic in their mood reports. 
A subject’s random slope (positive affect change on weekend days relative to 
weekdays) is not significantly related to a subject’s WS variance.    

• There is significant variability in scale across subjects, as the Std Dev for the 
Random scale is estimated as 0.4010 on the log scale (p<.001). Thus, individuals 
differ from each other in their degree of within-subject/intraindividual variability in 
positive affect. 
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Stage 2 model with continuous subject-level outcome 

 
• In the Stage 2 final results table, Locat_1 refers to the effect of the random 

intercept (i.e., within-subject mean) on MVPA minutes; Locat_2 refers to the effect 
of the random slope (i.e., within-subject association between weekday/weekend 
and positive affect) on MVPA minutes; Scale refers to the effect of random scale 
(i.e., within-subject variance) on MVPA minutes; and Locat_1* Scale is the 
interaction between random intercept and random scale predicting MVPA minutes. 

• Results show that after controlling for other variables, subjects’ BMI is negatively 
associated with mean MVPA minutes (estimate= -0.7659, p<.001).  

• The random intercept (Locat_1) positively predicts MVPA minutes when the 
random scale is zero (estimate= 1.1460, p<.001). Since the random effects are 
centered around zero, a random scale of zero represents the average scale. For 
subjects with average scale of positive affect, higher levels of weekday positive 
affect are associated with higher daily MVPA minutes. 

• The random scale (Scale) is significant in predicting MVPA minutes when the 
random intercept (Locat_1) is zero (estimate=1.3427, p<.05). Since the random 
effects are centered around zero, a random intercept of zero represents the 
average positive affect level on weekdays. For subjects with average weekday 
levels of positive affect, higher levels of mood variability are associated with higher 
averaged daily MVPA minutes. 

Note:  
1. The numbers of level 1 and level 2 observations correspond to the available non-
missing observations of level 1 and level 2 variables included in both Stage 1 and Stage 
2 models. Thus, these analyses are carried out using observations that are non-missing 
in terms of both outcomes (positive affect and averaged daily MVPA) and regressors 
(weekend and BMI). Refer to the supplemental documents for more detailed 
explanation of the Stage 1 and Stage 2 model results. 
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6. Example 5: Running Mixregmls - Logistic regression model 
in MixWILD 

 
 

Example research questions for Mixregmls-Logistic Regression model 

• Examine whether subject-level mean (i.e., random intercept or within-person mean) 
and subject-level variance (i.e., random scale or degree of within-person / 
intraindividual variability) of momentary positive affect (within-subject, continuous, 
time-varying variable) predicts subject-level obesity risk (between-subject, 
dichotomous, time-invariant variable), in addition to their positive affect change 
between weekdays and weekends (within-subject, dichotomous, time-varying 
variable), Sex, and Age (between-subject, continuous, time-invariant variable). 

• Examine whether there is significant variability between individuals in the association 
(i.e., random slope) between weekday/weekend and momentary positive affect (i.e., 
whether individuals differ from each other in the extent to which positive affect 
increases towards the end of the week), after controlling for subject-level mean and 
subject-level variance. 

• Examining whether the variability between individuals in the association (i.e., 
random slope) between weekday/weekend and momentary positive affect predicts 
subject-level obesity risk, after controlling for Age. 

• Examining whether participants’ Age could moderate the associations between 
mean levels (i.e., random intercept) and variances (i.e., random scale) in positive 
affect in predicting obesity risk, and whether participants’ Age could moderate 
weekend-positive affect association (i.e., random slope) in predicting obesity risk. 
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Stage 1 outcome variable: Positive affect (time varying)  
Stage 1 regressor (with random slope): Weekend vs. Weekday (time varying); Sex 
(time invariant) 
Stage 2 outcome variable: Obese or Non-obese (time invariant)  
Stage 2 regressors: Age (time invariant); Age x random intercept interaction; Age x 
random scale interaction; Age x random intercept x random scale interaction 
 

6.1. Step-by-step instructions for running a Mixregmls- Logistic           
regression model in MixWILD  
1. Double-click on the MixWILD icon to open the main window. 

2. Click on “File” and then select “New Model” (or use keyboard shortcut Ctrl + N). 

 

 

 
 

 

 

 

 

 

 
3. Click on “Instructions” to make sure your data are in the correct format.  
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4. Click on “Browse” to select the location of your data file (in .csv) and then click 

“Open”. 

 
5. Click on “View Data” to preview your data file to verify your data and format are 

correct. 
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6. Add title to your output files. Select “Intercept + Slope” from Random Location 
Effects specification for subject-level mean and subject-level slope. Check “Random 
Scale” for subject-level variability. 

7. Select “Dichotomous/Ordinal” for the Stage 2 outcome. 
8. Click on missing values if there are any in your dataset; specify your missing value 

code in the box (i.e., -999 in the example dataset). 

 
9. After you submit, the interface will take you to the page that enables you to configure 

your Stage 1 model. 
10. Select ID variable and positive affect as your Stage 1 outcome variable. 
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11. Specify the association between the mean and within- subject (WS) variance, which 
is the association of the random location and random scale effects. The default is no 
association, but “Yes” is selected for the following example.  

12. Click on “Modify Stage 1 regressors”. Select “Weekend” for time-varying 
regressor and select “Sex” as a time-invariant regressor and click on “Submit”.  
 

 
 

13. Select the boxes in the mean column, random slope, and scale column to allow 
Stage 1 regressors to predict the mean, estimate random slope, and/or random 
scale of Stage 1 outcome, respectively. In this example, weekend will be included in 
the mean model and allow for it to have a random slope (i.e., the positive affect 
change between weekdays and weekends will be allowed to vary across subjects). 
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14. Select “Disaggregate” for each of the time-varying variable(s) for which 
decomposition of the within-subject and between-subject effects in predicting Stage 
1 outcome is desired. In this case, we will not disaggregate the Weekend variable.  

 
15. Click on “Options” to change other default settings if needed. In most cases, we 

will keep Mean, BS and WS intercept checked. 

 

16. By default, the estimated random effects of the Stage 1 analysis (i.e., random 
location and scale effects) are resampled 500 times in the Stage 2 analysis.  
Resampling is necessary because the random effects are estimated quantities that 
are entered as regressors in the Stage 2 model.  

17. Leave “Discard Subjects” unchecked, so we do not drop participants who have 0 
variation in their Stage 1 outcome variable. Click on “Submit” 

(Refer to the supplemental documents for further description of Options settings) 
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18. Select “Obese” as Stage 2 dichotomous outcome variable in Stage 2 
configuration page. Check if the outcome categories are correct. 

19. Click on “Configure Stage 2 Regressors” to add regressor(s). 

 
20. Select “Age” as a regressor in the Stage 2 model. Stage 2 regressor(s) are 

generally time-invariant variable(s). However, if they are time-varying variables, the 
program will calculate subject averages of the variable. Click on “Submit” when 
finished.  
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21. Select to add Stage 2 main effect(s) and interaction effect(s) with Stage 1 random 
effects as regressors.  

 
22. Click on Stage 1 and Stage 2 configurations to double-check your model. Click on 

“Run Stage 1 and 2” to generate the definition file.  
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23. The definition file contains the syntax that instructs the program to estimate the 
specified model. In the definition file, click on “Proceed” to run your model and 
generate model output files.  

 

24. A window will appear while model estimation is in progress. The time for 
generating the final output depends on the size of your dataset and the 
complication of your specified model, especially in the Stage 1 model. The run time 
to estimate a model including random slope could range up to 20 minutes or 
longer. 
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25. If the following warning message appears, it indicates that computational difficulties 
were encountered and prevented the model parameters from being estimated 
successfully. In this case, double-check the format of your dataset and your model 
specifications. Some suggestions for steps to take are listed in Appendix A. 
 

 

 

26. When estimation is completed, the Stage 1 and Stage 2 results can be seen by 
clicking the Stage 1 and Stage 2 Results boxes, respectively. 
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27. All files generated from the program can be found in a folder with the prefix MixWILD 
under the same directory of your dataset.  

 
28. The OUT files with suffix_1 and _2 are the results that are identical to those in the 

Stage 1 and Stage 2 boxes. 

  
29. There are 3 submodel results in Output_1. The first two submodels present the 

results with and without random scale estimates, and the third submodel include the 
estimation of random location effects as well as the random location-slope 
associations as follows. (A brief description of the results from the following third 
submodel will be provided) 
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6.3. Brief interpretation of Mixregmls-Logistic regression model result 

Stage 1 model with random scale and location-scale association 

 
 

• The Stage 1 model shows that weekend is positively associated with positive affect 
(estimate=1.6489, p<.001). Individuals overall have higher mean positive affect on 
weekend days relative to weekdays.  

• There is significant variability in both intercept (i.e., random intercept) and slope (i.e., 
random slope) across subjects. The random intercept is estimated as 71.7444 on the 
log scale (p<.001) and the random slope is estimated as 14.2634 on the log scale 
(p<.001). Therefore, individuals differ from each other in their mean levels of positive 
affect and in their associations between weekday/weekend and momentary positive 
affect. 

• The random intercept and random slope are negatively associated with each other 
(estimate= -9.8160, p<.001). This negative covariance indicates that subjects with 
higher weekday mean levels of positive affect (i.e., higher levels of the intercept) do 
not increase in positive affect as much on weekends, relative to subjects with lower 
weekday positive affect.  

• For the relationships between the random location and scale effects, the random 
intercept (i.e., weekday positive affect) is negatively associated with the WS variance 
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(estimated as -0.1288 on the log scale (p<.001). This indicates that subjects with 
higher weekday positive affect are more consistent/less erratic in their mood reports. 
A subject’s random slope (positive affect change on weekend days relative to 
weekdays) is not significantly related to a subject’s WS variance. 

• There is significant variability in scale across subjects, as the Std Dev for the 
Random scale is estimated as 0.4051 on the log scale (p<.001). Thus, individuals 
differ from each other in their degree of within-subject/intraindividual variability in 
positive affect.    
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Stage 2 model with dichotomous subject-level outcome 

 
 

• In the Stage 2 final results table, Locat_1 refers to the effect of the random 
intercept (i.e., within-subject mean) on obesity risk; Locat_2 refers to the effect of 
the random slope (i.e., within-subject association between weekday/weekend and 
positive affect) on obesity risk; Scale refers to the effect of random scale (i.e., 
within-subject variance) on obesity risk; and Locat_1* Scale is the interaction 
between random intercept and random scale predicting obesity risk. 

• Results show that after controlling for other variables, subjects’ Age is positively 
associated with increased obesity risk (estimated log-odds = 0.0510, p<.001; OR = 
1.0523). Older subjects are more likely to be obese than younger subjects.  

• The random intercept (Locat_1) negatively predicts obesity risk when the random 
slope and random slope are zero (estimated log-odds = -0.2622, p<.001; OR = 
0.7694). Since the random effects are centered around zero, a random scale of 
zero represents the average scale. For subjects with an average scale of positive 
affect, higher levels of weekday positive affect are associated with lower obesity 
risk. 

• The interaction between Age and random scale is significant in predicting obesity 
risk in this model (estimated log-odds = 0.0245, p<.001; OR = 1.025). The positive 
association of Age on obesity risk is more pronounced for subjects that are more 
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erratic/less stable in their positive affect scores. Subjects who are older and who 
have higher variability in positive affect are more likely to be obese. 

• The random slope and other 2-way and 3-way interactions do not predict people’s 
obesity risk in this model. 

 

Note:  
1. The numbers of level 1 and level 2 observations correspond to the available non-

missing observations of level 1 and level 2 variables included in both Stage 1 and 
Stage 2 models. Thus, these analyses are carried out using observations that are 
non-missing in terms of both outcomes (Positive affect and Obesity) and all 
regressors (Weekend, Sex, and Age).   

2. In terms of level-1 variables (Positive affect and Weekend), only the level-1 missing 
observations are removed. In terms of the level-2 variables (Obesity, Sex, and Age), 
if a given subject is missing any of these, then they are not included in the analyses.     

3. Please refer to the supplemental documents for more detailed explanation of the 
Stage 1 and Stage 2 model results. 
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7. Appendix A: Steps to take when the program does not 
converge to a solution 

 
MixWILD can be used to estimate some rather advanced and complicated statistical 

models. In some cases, the program does not converge to a solution. This can be 

because the data does not contain enough information to estimate all of the parameters 

of the specified model. In this case, trying to estimate a simpler model is warranted. In 

general, it is good practice to start simply and build model complexity incrementally. In 

this way, users can get a feel for which variables and/or options may be causing trouble 

in estimation.   

In addition to simplifying the model that one is attempting to estimate, the MixWILD 

program does include some options that can sometimes be modified to help in 

estimation of the model parameters. These are included on the Options page and will 

be described below. 

1. This first comment pertains to models that include random scale parameters.  

Random scale parameters allow subjects to have individual estimates of the within-

subject variance, and this is the distinguishing feature of a mixed-effects location 

scale model. The possibility of random scale parameters is specified on the first page 

that is encountered in the MixWILD program under the “Random Scale?” selection. In 

the graphic below, this is not specified, but clicking on the box to the right of “Random 

Scale?” adds random scale parameters to the Stage 1 model.   
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In some cases, there may be subjects in the dataset that exhibit no variation on the 

Stage 1 outcome variable. In other words, their values on the outcome variable are 

exactly the same for all of their observations. This can be particularly true if there are 

subjects with few observations (say 2 or 3) in the dataset and/or the Stage 1 outcome 

variable is not really continuous but an ordinal outcome with say 5 categories. For such 

subjects with no variation on the outcome, the estimate of their random scale goes to 

negative infinity and can cause the program to fail to converge. In this case, selection of 

the “Discard Subjects with no Variance?” option (clicking on the box to the right of 

this question) on the Options page can facilitate model convergence. Selection of this 

option will remove these subjects from the Stage 1 analysis (and also the Stage 2 

analysis if that is specified).     

 

2. In some cases, the scale of the regressors included in an analysis can be very large.  

For example, consider a scenario in which one has a variable for days in the study, 

which ranges from 1 to 365 for a year-long study. In this case, because of the large 

scale of the variable, any parameter associated with this variable will be quite small and 

can be difficult to estimate. In such cases, standardizing the regressors by selecting 

“Standardize All Regressors” might be considered. Selection of this option will transform 

all regressors to be variables with 0 mean and variance of 1.   

3. Estimation of the Stage 1 model involves a numerical integration (i.e., quadrature) 

over the random effect distribution. By default, MixWILD performs adaptive quadrature 

with 11 points to do this integration. The more points one uses, typically the more 

accurate is the solution, but also the more time it takes to estimate the model 

parameters. Usually, 11 points is sufficient, but if model convergence is not achieved, 

then increasing the points can sometimes help. So, for example, one might try 15, 21, or 

25 points rather than the default of 11. Switching from adaptive to non-adaptive 

quadrature can sometimes work, though typically adaptive quadrature is preferred.   
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4. The value of the “Ridge” is usually set to a small fractional value. The ridge increases 

the values of the diagonal elements of the 2nd derivative matrix by a factor of 1 

multiplied by the ridge value (i.e., if the ridge is set to .1, then the diagonal elements of 

the 2nd derivative matrix are all multiplied by 1.1). The reason that this is helpful is that 

this matrix must be inverted at each iteration of the solution, and inversion of this matrix 

becomes computationally difficult to the extent that the off-diagonal elements of this 

matrix get large, relative to the diagonal elements. Thus, in cases of non-convergence, 

one might try increasing the ridge value to 0.15, 0.2, or even 0.25.  This will slow down 

the estimation, but in some cases can aid in model convergence.  

Ultimately, if one tries these options and still experiences convergence problems, it is 
probably the case that the data does not contain enough information to estimate the 
specified model. Again, it is a good idea to start simply and to build model complexity in 
an incremental manner. For example, one might start with a model that does not include 
any regressors (i.e., a null model) and then to add in regressors one by one or in sets of 
variables. This will help to isolate where problems develop and to indicate what is and 
what is not possible with a given dataset. 
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8. Appendix B: Steps to plot the random subject effects from 

the ebvar file 

This appendix provides guidance for visualizing data used in or generated from the 

Mixregls program. Separate sections are provided for using SPSS and R programs 
 

8. 1. Plotting random subject effects using the output file from Mixregls 

models (i.e., example model 2 and example model 3) 
 

1. Open the ebvar file from the Example 2 output folder (the same folder that 
contains all model 2 results)  

 

 
 

2. The ebvar file contains 5 columns of values and has as many rows as the 
number of participants (n=1119) included in Level-2 analysis. Each row 
represents one participant’s estimates of his/her random subject intercept, 
random subject scale, variance of random subject intercept, covariance between 
random subject intercept, and variance of random subject scale, from left to right. 
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3. Copy and paste all values to an Excel document, create the ID variable and label 
each column with the corresponding variable name. Save as a new file (i.e., 
example 2 ebvar file.xlxs). 

4. Use any statistical program for the basic plotting of the random subject effects, 
such as creating histograms, boxplots, and scatter plots. 

5. Format the example 2 ebvar file in Excel 

 
 

8. 2. Instructions for creating histograms in SPSS using point-and-click 

function 

 
1. Read in the example 2 ebvar Excel file. Click File -> Open-> Data -> Directory of 

the file -> Select file type (xls,xlsx, xlsm) -> Select ebvar file.xlxs -> Open 
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2. Select Graphs from the toolbar on the top of the window. Click Graphs -> Chart 
Builder -> Select Bar -> Select Simple Bar (the first icon). 
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3. In the Variables window, drag random_intercept variable to the “X-Axis?” box. 
Leave the Histogram box as empty. Click OK.  

 

4. A histogram of the random subject intercept estimates distribution will be 
generated. This distribution has a Mean of 0 and a standard deviation of 0.91. 
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5. Following the same steps, a histogram of random subject scale can be 
generated. This distribution has a Mean of 0 and a standard deviation of 0.64. 

 
 

8. 3. Instructions for creating scatter plots in SPSS using point-and-click 

function 
 

1. Select Graphs from the toolbar on the top of the window. Click Graphs -> Chart 
Builder -> Select Scatter/Dot -> Select Simple Scatter (the first icon).  
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2.  In the Variables window, drag random_intercept variable to the “X-Axis?” box 
and drag random_scale variable to the “Y-Axis?” (or vice versa). Click OK.  

 

3.  A scatter plot of the random subject intercept and the random subject scale 
estimates will be generated. The center of the data points is close to 0 on both 
the X-axis and the Y-axis. 
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8. 4. Identify participant ID from the SPSS scatter plot  
 

1.  Double-click on the scatter plot. A Chart Editor window will pop up.  

 

2.  Select Elements from the toolbar on the top. Select Data Label Mode.  
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3.  A target icon will replace the arrow of the mouse icon. Click on the data points 
you want to check for their position in the dataset. 

 

4.  The number attached with each data point represents “the row number” of your 
dataset. You should go back to your dataset to check the actual ID number. 

 

5.  For instance, row number 602 in the scatter plot represents participant ID 700; 
row number 204 in the scatter plot represents participant ID 243. 
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6. If you are interested in plotting the raw EMA data, you can open the Mixwild 
example dataset and plot the momentary positive affect values for participants 
700 and 243 following the instructions for plotting histograms. 

 

8. 5. Create histograms using R syntax 
 

1. Open R studio. Read in the example 2 ebvar file and Install packages: ggplot2, 
plotly. 
 

> setwd("C:/Users/Desktop/ebvar files") 
> data <-read.csv ("Example 2 ebvar.csv", header = TRUE, sep = ",", fill = TRUE) 
> require(ggplot2) 
> require(plotly) 
> require(psych) 
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2. Plot the random subject effects histograms using the following syntax. 

 

> ggplot(data, aes(x=random_intercept)) + labs(x="Random Intercept Estimates", y = 
"Frequency") + geom_histogram(binwidth = 0.2, color="white", fill=rgb(0.2,0.7,0.1,0.5)) 
+ theme_classic() + scale_y_continuous(breaks = seq(0, 155, by = 25)) 
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3. The colors of the bars can be changed for plotting the random intercept 

estimates using the following syntax: 

 

> ggplot(data, aes(x=random_scale)) + labs(x="Random Scale Estimates", y = 
"Frequency") + geom_histogram(binwidth = 0.2, color="white", fill=rgb(0.7,0.1,0.2,0.5)) 
+ theme_classic() + scale_y_continuous(breaks = seq(0, 155, by = 25)) 
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8. 6. Create random subject effects scatterplot using R syntax 
 
> ggplot(example2, aes(x=random_intercept, y=random_scale)) + 
geom_point(color="blue", shape=21) + ggtitle("Scatter Plot of Random Intercept and 
Scale") + theme(plot.title = element_text(hjust = 0.5)) + labs(x="Random Intercept 
Estimates", y = "Random Scale Estimates") 

 

8. 7. Plot the random subject effect caterpillar plot using R syntax. 
 
> pd<- position_dodge(0.78) 
> ggplot(data, aes(x=ID, y = random_intercept, group = ID)) + 
   geom_point(position=pd) + geom_errorbar(data=data,  
   aes(ymin=random_intercept-1.96*sqrt(intercept_variance),  
   ymax=random_intercept+1.96*sqrt(intercept_variance), color=ID), width=.1,  
   position=pd) 

 

1. In this caterpillar plot, the X axis is the ID number and the Y axis is the estimated 
random subject intercept. 

 
2. Each black dot represents each participant’s estimated random intercept effect, 

and each blue line represents the 95% confidence interval associated with each 
random subject intercept estimate. 
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3.  The subject-level intercept estimates are distributed randomly and have a mean 

close to 0. 

 
8. 8. Create caterpillar plots using a subset of participants  
 

1.  For example, you can plot just the first 200 participants in this model.  
 

2. This caterpillar looks less condense but the subject-level intercept estimates are 
still random and have a mean close to 0. 

 
> ggplot(data, aes(x= data$ID<=200, y = random_intercept, group = ID)) + 
   geom_point(position=pd) + geom_errorbar(data=data,  
   aes(ymin=random_intercept-1.96*sqrt(intercept_variance),  
   ymax=random_intercept+1.96*sqrt(intercept_variance), color=ID), width=.1,  
   position=pd) 

 
 

8. 9. Plot caterpillar plots using the ranked data using R syntax 
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1.  Sort the random intercept estimates from the lowest to the highest. 

 
2. Save the sorted data as “Example 2 ebvar sort.csv” and create a new variable 

called “Rank”. Read in the sort data in R studio as “data2”. 
 
> data2 <-read.csv ("Example 2 ebvar sort.csv", header = TRUE, sep = ",", fill = TRUE) 
 

1. Use the same syntax for plotting but change the X axis to Rank. 
 

> ggplot(data, aes(x=Rank, y = random_intercept, group = Rank)) + 
geom_point(position=pd) + geom_errorbar(data=data3, aes(ymin=random_intercept-
1.96*sqrt(intercept_variance), max=random_intercept + 
1.96*sqrt(intercept_variance), color=Rank), width=.1, position=pd) 
 

2. This caterpillar shows variability of the random subject intercept estimates. 

 
 

8. 10. Identify participant ID from the example dataset 
 

1.  Sort random intercept and random scale estimates in the dataset to identify 
participants who have relatively low or high values.  
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8. 11. Plot a double histogram using R syntax  
 

1. Compare the raw EMA data on positive affect for participants 243 and 700.  
 

2. Create 2 vectors that include the raw EMA data for each participant. 
 
> x243<-c(45,46,46,46,48,48,49,50,52,53,53,54,56,56,56,56,56) 

> x700<-c(12,17,18,20,20,23,23,25,25,26,26,27,28,29,29,29,30, 30,36) 

 

3.  Plot a double histogram that combines data from both participants. 

> par(mfrow=c(2,1)) 

> par(mar=c(0,5,3,3)) 

> hist(x243 , main=" " , xlim=c(10,65), ylab="Frequency (ID 243)", xlab="", 

ylim=c(0,10) ,xaxt="n", las=1 , col="orange1", breaks=3) 

> par(mar=c(5,5,0,3)) 

> hist(x700 , main=" " , xlim=c(10,65), ylab="Frequency (ID 700)", xlab="Momentary 

Positive Affect", ylim=c(10,0) , las=1 , col="red4", breaks=5) 
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4. ID 243 overall has higher levels of momentary positive affect, whereas ID 700 

overall has lower levels of momentary positive affect. You can summarize each 
of their data using the describe function. 
 

> describe(x700) 
   vars    n   mean    sd    median  min   max   range  skew  kurtosis  se 
  x700   19  24.89   5.65     26        12      36       24      -0.39  -0.28      1.3 
> describe(x243) 
   vars    n   mean   sd     median  min   max   range  skew  kurtosis   se 
  x243    17 51.18   4.16     52        45      56       11      -0.11   -1.69    1.01 
 

5. Compare the raw EMA data on positive affect for participants 154 and 723. 
6. Create 2 vectors that include the raw EMA data for each participant. 

 
x154 <-c(20, 23, 26, 27, 28, 28, 29, 29, 30, 31, 31, 33, 34, 36, 37, 40) 
x723 <-c(10, 12, 14, 17, 21, 21, 38, 53, 60, 64, 66, 66) 

 

7. Plot a double histogram that combines data from both participants. 

 

> par(mfrow=c(2,1)) 

> par(mar=c(0,5,3,3)) 

> hist(x243 , main=" " , xlim=c(10,65), ylab="Frequency (ID 243)", xlab="", 

ylim=c(0,10) ,xaxt="n", las=1 , col="orange1", breaks=5) 

> par(mar=c(5,5,0,3)) 

> hist(x700 , main=" " , xlim=c(10,65), ylab="Frequency (ID 700)", xlab="Momentary 
Positive Affect", ylim=c(10,0) , las=1 , col="red4", breaks=10) 
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8. ID 154 overall has lower variability in momentary positive affect, whereas ID 723 

overall has higher variability in momentary positive affect. You can summarize 
each of their data using the describe function. 
 

> describe(x700) 
   vars    n   mean    sd    median  min   max   range  skew  kurtosis  se 
  x700   19  24.89   5.65     26        12      36       24      -0.39  -0.28      1.3 
> describe(x243) 
   vars    n   mean   sd     median  min   max   range  skew  kurtosis   se 
  x243    17 51.18   4.16     52        45      56       11      -0.11   -1.69    1.01 
 
 

8. 12. Plotting random subject effects using the output file from Mixregls 

models (i.e., example model 4 and example model 5) 
 

1. Open the ebvar file from the Example 5 output folder (the same folder that 
contains all model 5 results) 
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2. The ebvar file contains 9 columns of values and has as many rows as the 
number of participants (n=1170) included in Level-2 analysis. Each row 
represents one participant’s estimates of his/her random subject effects and the 
covariance of the random subject effects. The first three columns are the 
estimates of the random effects (random intercept, random slope, random scale) 
and the next 6 columns are the variance-covariance associated with the random 
effects in packed form (random intercept variance, random intercept-random 
slope covariance, random slope variance, random intercept-random scale 
covariance, random slope-random scale covariance, random scale variance). 
 

3. Copy and paste all values to an Excel, create the ID variable and label each 
column with the corresponding variable name. Save as a new file (i.e., example 5 
ebvar file.xlxs). 
 

4. Use any statistical program for the basic plotting. 
 

5. Format the example 2 ebvar file in Excel. 
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6. Same steps for plotting the histograms for the 3 random subject effects (random 
intercept, slope, and scale) in SPSS (using point-and-click) can be found in 
instruction B.2.; Syntax for plotting the histograms for the 3 random subject 
effects in R can also be found in instruction B.5. 

 

7. The following R syntax plots the random subject slope effect in histogram. 

 

> ggplot(data, aes(x=random slope)) + labs(x="Random Slope Estimates", y = 
"Frequency") + geom_histogram(binwidth = 0.2, color="white", fill=rgb(0.2,0.7,0.1,0.5)) 
+ scale_y_continuous(breaks = seq(0, 155, by = 25)) 
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8. Same steps for plotting the bivariate scatterplots for the random subject effects in 

SPSS (using point-and-click) can be found in instruction B.3.; R Syntax for 
plotting the bivariate scatterplots can also be found in instruction B.6. 

 
9. The Mixregmls model in Example 5 has 3 random subject effects, so 3 

combinations of bivariate scatterplots can be created (random intercept – random 
slope; random intercept – random scale; random slope– random scale).  

 
10. The following R syntax creates the scatterplot between random subject intercept 

effect and random subject slope effect. 
 
> ggplot(data, aes(x=random_intercept, y=random_slope)) + 
geom_point(color="purple", shape=21) + ggtitle("Scatter Plot of Random Intercept and 
Slope") + theme(plot.title = element_text(hjust = 0.5)) + labs(x="Random Intercept 
Estimates", y = "Random Slope Estimates") + ggtitle("Scatter Plot of Random Intercept 
and Slope") + theme(plot.title = element_text(hjust = 0.5)) 
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11. The scatter plot of the random subject intercept and the random subject slope 

estimates has a center close to 0 on both the X axis and the Y axis. 
 

12. R Syntax for plotting the caterpillar plots for the 3 random subject effects can be 
found in instruction B.7. 

 
13. The following R syntax creates the caterpillar for the random subject slope effect. 

 
> pd2 <- position_dodge(0.78) 
> ggplot(data, aes(x=Rank, y = random_slope, group = ID)) + geom_point(position=pd2) 
+ geom_errorbar(data=data, aes(ymin=random_slope-1.96*sqrt(slope_variance), 
ymax=random_slope+1.96*sqrt(slope_variance), color=ID), width=.1, position=pd2) 
+ scale_color_gradientn(colours = rainbow(5)) 
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14. Participants who have relatively low or high values of random subject effects can 

be identified by sorting the dataset.  

 

 
15. Select and compare the raw EMA data on the association between weekend and 

momentary positive affect for participants 392 and 1286. 

 

16. Plot 2 pairs of panel plots that includes scatterplot, histogram, and correlation 

coefficient for both participants using the following R syntax. 
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> library(psych) 

> pairs.panels(ID392, scale = FALSE, density=FALSE, ellipses=FALSE, pch=19, breaks 

= 5, hist.col="red4",rug=FALSE, lm=TRUE) 

> pairs.panels(ID1286, scale = FALSE, density=FALSE, ellipses=FALSE, pch=19, 

breaks = 5, hist.col="orange1",rug=FALSE, lm=TRUE) 

 
17. Participant 1286 has relatively high values of momentary positive affect and most 

of the momentary affect values are greater than 30. On the other hand, 

participant 392 has relatively low values of momentary positive affect and most of 

the momentary affect values are lower than 30. 

 

18. The association between weekend and momentary positive affect for participant 

1286 is positive, whereas the association between weekend and momentary 

negative affect for participant 392 is negative. The red regression lines in the 

scatterplots also show opposite direction. 

 

19. Double histograms can also be plotted to compare both participants’ random 

intercept and random scale estimates using R syntax listed in section B.11. 

 

 


